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A CLASS OF ESTIMATORS OF POPULATION VARIANCE IN
STRATIFIED RANDOM SAMPLING
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Abstract

This study proposes a class of variance estimators for estimating population variance of a
study variable using information of auxiliary variable under stratified random sampling
scheme. The bias and mean square error of the estimators belonging to class are obtained and
the optimum parameters of class are given in stratified random sampling. Efficiency
comparison is carried out using a real data set. In this data set, sales profit and waste product
of a company are used as a study and auxiliary variable respectively. Moreover we have

found that suggested class of estimators are more efficient than classical estimators.
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Introduction

Variance estimation is an important isssue of statistics. The estimation of variance,
when at least one auxiliary variable is avaible is widely discussed by Garcia and Cebrain
(1996), Agrawal and Sthapit (1995), Arcos et al. (2005), Kadilar and Cingi (2006, 2007),
Gupta and Shabbir (2008),Shabbir and Gupta (2010), Singh and Solanki (2012). In this study

we have defined general class of estimators of variance when one auxiliary variable is avaible.

Assume that the population of size N is divided into L strata with N, elements in the

hth stratum. Let n, be the size of the sample drawn from hth stratum of size N, by using

L
simple random sampling without replacement. The total sample size Znh =n and the
h=1

L
population size Z N, = N. Let y and x be the study and the auxiliary variables, respectively,
h=1

n

assuming values y,; and X, for the ith unit in hth stratum. Moreover, let Y, :ZM,
i1 M
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Ny L
ZWhy and Y, :Zﬁl—h) Y, =) WY, be the sample and population means of y,
i=1 h h=1
Nh

respectively, where W, = Is the stratum weight. Similar expressions for x can also be

defined. When the finite population correction % Is ignored, the classical variance of
h

g2 N, ( ._7)2
y(h) _ @2 2 Yoy =) .
n, =Sy, Where S{, = iE—lN—h Is the population

L
Yo is given by Var(y,)=>"W,;’
h=1

variance of y in the hth stratum.

Ny Ny
S, May %, (Vi = Vi) O = X
where C,, = x(h) Naoin) =~ bih b/2 Hass =z N i 20
(h) Hao(h)Hoa(n) i=1 h

General Class of Separate Estimators

Following Koyuncu and Kadilar (2010), a general combined class of variance estimators in

stratified random sampling is defined by

L W2

_ h
ST K
Ly = H(h)(3§<h>’u<h>) (2)
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where U, =S5,/Sxy) and H(h)(sj(h),u(h)) is a function of s,  and u,,. We can generate
many estimators from (2) such as classical ratio, product, regression estimators as given in

Table 1. To study the properties of t,, we assume following regularity conditions:

1. The point (si(h),u(h)) assumes the value in a closed convex subset R, of two
dimensional real space containing the point (Sj(h),l),

2. The function H(h)(sj(h),u(h)) is continuous and bounded in R,,

3. H(h)(Sj(h),l): Sy and go(h)(Sj(h),l):l, where go(h)(Sj(h),l) denotes the first order
partial derivative of g, with respect to s,

4. The first and second order partial derivatives of H(h)(sj(h),u(h)) exist and are
continuous and bounded in R, .

Expanding H(h)(si(h),u(h)) about the point (Sj(h),l) in a second order Taylor series and using

the above regularity conditions, we have

L) = H(h)[55<h> + (S§<h> - 55<h>)’1 +(U(h) -1) (3)
tn) = H(h)(sf(h)’l)“L (Sj(h) - S;(h))go(h) + (U(h) - l)gl(h) + (U(h) - 1)2 Oa(n) @
+ (S§<h) - Sf(h)X”(h) - 1)93(h) + (Si(h) - Sj(m)z 9an)

N

tyny = S50 + (U =8y + U = 2F G+ (520 — Sy Ny =10y + (82 — Sy Gy B)

where
2 2
9in) Mo Yan) :la alt 9s3n) -2 ALt
1 2 1 2
Uiy $5(n)=S7(n) U(n)=1 2 iy $5(n)=S7(n) U(n)=1 2 08 $5(n)=Sy(n) Ui =1

2

9un) = 2
2 Osy(n

S5(n)=S5(n) U(n)=1

To obtain the bias and the MSE, let us use the notations 8, and &). Expressing (5)

with & s we have

tyn) = Sy + Sy oty + JimBice) + a1ty + Sy DswBomSimy + Sym Doy (6)
607



The 6™ International Days of Statistics and Economics, Prague, September 13-15, 2012

tyn) = Syt = Syt + GimBicn) + Ganite) + Syt Tt BotBin) + SyimanBotn) )

Taking expectation both sides of (7), we obtain the bias as

Bias(t() {92 ( )+SZ )93(n ( )+S4 )94(n ( ofh) 1)} (8)
Bias(t, ) = L nh2 Blas( ) 9)

Squaring and neglecting higher order terms we have

(t) — S20) ) = S0 B3y + 9By + 253G i (10)

Taking expectation both sides of (10), we obtain the MSE as

MSE(t )E 1 [84 ( _1)"' gl ( 4(h) — 1)+285(h)gl(h)(}\‘22(h)_1)] (11)
MSE(t, ZL:VLZMSE( ) (12)

On differentiating (11) with respect to g,,, we obtain optimum value as

OMSE(t,,))
O01(n)

* _ S;(h)(}\?z(h) - 1)

Qim) = (13)
a Moan) —1
Using optimum value in (11) we obtain minimum MSE of t,,, and t; as
~ S;fl(h) (}\’40(h) _1X}\‘04(h) _l)_(}\’ZZ(h) _1)2
MSE(t,(, ) = (14)
Ny (}\‘04(h) _1)
L
w,!
MSE mll’] Z_Z MSE( )mm (15)
h=1 h
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Now we have considered second class of separate estimators for variance estimation is

given by
L W2
t, = Z_htk(h) (16)
het My
=Gy (82 M) 17
tn) = Gin) Sy M) (17)
where m, /X and G(h)(sj(h),m(h)) is a function of sj(h) and mg, . Similarly we can

generate many estimators from (17) such as ratio, product, regression estimators as given in
Table 1.

To study the properties of t,,, we assume following regularity conditions:

1. The point (sj(h),m(h)) assumes the value in a closed convex subset R, of two
dimensional real space containing the point (Sj(h),l),

2. The function G(h)(si(h),m(h)) Is continuous and bounded in R,,

3. G(h)( j(h),1)=82 and K )(82 () 1)=1, where Ko(n ( > 1) denotes the first order
partial derivative of K, with respect to sy,

4. The first and second order partial derivatives of G(h)(sj(h),m(h)) exist and are
continuous and bounded in R,.

Expanding G(h)(sj(h),m(h)) about the point (Sj(h),l) in a second order Taylor series and using

the above regularity conditions, we have

G(h>[55<h> + (S§<h> - Sj(h))1 + (m(h) -1)] (18)

L) = Cpn) (52 ) (j(h)_Sj(h))‘%(hﬁ(m(h)—l)'ﬁ(h)+(m(n)—1)2'<2(h)
(820 = 20 XMy = Doy + (820 = Sy )

by = Setn) * (M = Doy + (M = 1 tesgn) + (8300) = 20 KMy = Doy + (820) = S5y gy (20)

(19)
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K0 = 2y 0 =y ’
(0153 ) =83y =1 () 153 1) =830y My =1 ()52 ) =82(0y.my =1
_10°Gy,

K =
R 355 (n)

Sy(0) =Sy () Min) =1
To obtain the bias and the MSE, let us use &,y and 3,y notations in (20).

Ly = Sy + SyiBotn) + KinSain) + Koty + Sy KsmBonOaty + SymKamOormy  (21)
=Sy = SynBoin) + Kin)Batn) + Kam®2(n) + Syt smBom®datn) + SymKamBomy  (22)

Taking expectation both sides of (22), we obtain the bias as

. 1
Bias(t, )= - K201 C2) + S st Catr) + Kt S Py — 1)} (23)

h

Bias(t ZL: Blas( ) (24)

Squaring and neglecting higher order terms we have

(6 = S0 = (S5 + 300) + 255000300t (25)
MSE ()= . (s“ (eagn = 1)+ K22+ 25,0 22 o) (26)

On differentiating (26) with respect to «,,, we obtain optimum value as

OMSE (1))
GKI(h)

21(h
Kyn) = 2 (26)
Cx(
Using optimum value in (26) we obtain minimum MSE of t,,, and t, as
S4
h
MSE<tk(h))min = %((Mom) _1)_7\'221(h)) (27)

h
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L W4
MSE(tk )min = 2_2 MSE(tk(h))min (28)

hx Ny

Tab. 1: Some members of t, and t,

Some members of t, Some members of t,
ty = va—f%(:))sim to = hZLI:n—:Z%S%
=7 h:vr\:_:z%si(h) b = h:n_fz(_(:))si(h)
"o h: Vf\‘/_f Sun + %Sé(fh()h) - Sf(m)si(h) b ™ Zvnl:zsi(h) Xiny+ Oj (_:) - _(h>)

2 L
ty, = Z%(Sim + “s(sim - sz(m)) by = Z—h(si(m + 0% - _<h>))

L
her Ny ho Ny

Numerical Example

To illustrate the efficiency of suggested estimators in the application, we consider the
data concerning the sales profit (y) and waste product (x) of a company‘s 7634 products are
used as a study and auxiliary variable respectively. We have stratified the products as mealy
products, vegetables or fruits, meat—fish—chicken, frozen meat. The summary statistics of the
data are given in Table 2.

The MSE values of suggested class of estimators have been obtained using (15)-(28)

respectively. We have found that minimum mean square error of MSE(t,) . =9482018 and
MSE(tk )min =1026233. Note that someone can generate many variance estimators using (2)

and (17) as given in Tablel. We can say that suggested class of estimators contain most of the
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estimators which is defined in literature. In this study for this data set we have found that

minimum mean square error of these class of estimators. We can say that member of t, class

of estimator are more efficient than member of t, class of estimator.
Tab. 2: Data Statistics

Mealy products vegetables or fruits Meat—fish—chicken Frozen meat

Ny 2692 2683 1714 545
n, 400 400 250 80
W, 0.352632958  0.351454021 0.224521876 0.071391
Yin) 485.1211631  1166.504962 1053.474624 160.7392
X 21.20818436  71.1925038 53.47686161 37.23346
Py  0.307041472  0.711366419 0.401843163 0.307635
Sin 5442025448  6889841.622 3981284.264 25916.77
Haon)  544090.3559  6889841.622 3978961.461 25869.21
Hoan)  712.2502101  13938.5986 8002.960644 1732.767
Haon)  1.22435E+13  3.2777E+15 3.50587E+15 1.2E+10
Hoan)  7295541.37 23927277984 3750901117 51289662
Haan) 1637043529 4.40552E+12 2.19375E+12 2.11E+08
Hamy  14351825.02 3771213648 1876953589 628688.9
Miy  41.35850434  69.04797147 221.4400999 17.91787
Moaw)  14.38110815  123.1558574 58.5644748 17.08242
Mooy 4224318094  45.87425985 68.89172897 4.70683
Aam)  0.98837058 4636201918 5.273008371 0.583825
Conclusion

In this study we have suggested general class of estimators of variance when one auxiliary
variable is avaible. We obtain theoretical bias and MSE of class of estimators. For illustraion
we have used a real data set of a company’s sales profit and waste product as study and
auxiliary variable respectively. Suggested class of estimators contain many variance estimator

and more efficient than many estimator which is defined in the literature
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