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Abstract 

The base of the research is author’s desire to understand the economic position of EU 

countries better. It’s an effort to allocate the states by groups with the help of cluster analysis 

based on macroeconomics indicators. It’s interesting to consider the following characteristics: 

optimal numbers of groups, basic group forming criterions, distribution of countries by 

groups. The results of the analysis, based on a sample of EU27 for the 2003-2011 years, 

reflect adequately the dynamic how the economic situations of the countries are developing. 

The outcome shows the influence of the crises on a relative position of the Euro Union 

countries. During the situation prior to the crisis EU countries are easily divided into four 

clusters. The strongest cluster, from the economical point of view, consists of one country – 

Luxemburg. The second cluster in 2010,year of the crises, is divided into three groups: the 

best of the best, the best, the worst of the best. Ireland, which was financially successful, in 

2011 year go down and pass to one of the worst cluster together with Portugal. The worst 

cluster in 2011 year is represented by the only one country – Greece.   
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Introduction 

The methodology that is used in the research has been studied for more than half a century 

ago. Different types of cluster analysis are described in many books (Rezanková and Snásel 

2009), scientific papers (Jain, Murty, and Flynn 1999), (Cattinelli et al. 2013), (Baker and 

Hubert 1975), (Faber 1994), and in others sources. Subject of cluster analysis is relevant to 

the present day, as used in practice widely and it is still the subject of study nowadays (Löster 

2011). The role of technology Data Mining is growing now, and cluster analysis is one of the 

components of this technology (Berkhin 2006).  

The article describes a methodology how to apply clustering analysis for macroeconomic 

data. Economists use the cluster analysis to study synchronization of business cycles 

(Papageorgiou, Michaelides, and Milios 2010), and to study the convergence of economies in 

different countries (Quah 1996). Clustering is used in researches of specialization and 

concentration in regions (Hallet 2002), to compare the quality of life in different cities 

(Cernakova and Hudec 2012) and for the construction of convenient ratings. 
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1 Parameters of the research 

1.1 Goal Setting 

The goal is to divide the EU countries into groups by cluster analysis. But some 

questions arose. By what characteristics the countries should be classified? Which of the 

known clustering methods should be used? How to implement it in an accessible environment   

MATLAB? 

 

1.2 What kind of data was used for the analysis 

Sampled population by countries. I used a set of data for countries from the database 

of Eurostat (Eurostat 2013), that is why all countries of the EU are included in the sample. 

Sampled population by time. I decided to use annual data for several years. 

Generally, Eurostat provides statistics in a convenient form for the period  2000 – 2011 years, 

for the indicators that are interesting for me. Some pointers have data for the year 2012, at the 

time of writing. But all types of data are including information for the period between 2003 

and 2011 at the same time. That is why I decided to use time series in the calculation of 

clusters of annual averages for 2003-2011 years. 

Sampled population by data type. I compare the countries by intensive 

characteristics that reflect the effectiveness and express the problems on a national scale. EU 

countries are differentiated from each other significantly by the size of territory and by 

population size. I use the indicators, transformed by population size, using purchasing power 

parity, and the volume of GDP.  

Sampled population by type of macroeconomic indicators. 

I decided to split countries into groups according to the following criteria and using 

the following indicators: 

 The effectiveness of the economy: 

• Index of  Labor productivity per person employed a value of 100 at the level of EU27  

• Index of  GDP per capita in PPS a value of 100 at the level of EU27 countries 

 The living standard of the population: 

• Index of  GDP per capita in PPS a value of 100 at the level of EU27 countries 

• Index of Annual net earnings a value of 100 at the level of EU27 countries 

 The level of living costs: 

• Index of  Price level indices a value of 100 at the level of EU27 countries  
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 The level of economic activity: 

• Index of labour force rate a value of 100 at the level of EU27 countries 

EU27

i

ILF

ILF
ILFR *100      (1)  
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ILF ,  
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27 EUILF  

 By the criteria of fiscal discipline and as a result, the confidence of the financial markets: 

• Index of  Government deficit where a value of 100 means the worst of EU27 countries 

and 0 means  the best of EU27 
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DD

DD
1
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IGD      (2) 

where Di –is % Government deficit of GDP 

• Index of  bond yields a value of 100 at the level of EU27 countries 

 

1.3 Methods 

How to classify the data. It is technically possible to do clustering based on all data 

containing the entire time series, but because of the contained in the time series 

autocorrelation, analysis will not have а high quality. Therefore it was decided to carry out the 

analysis for the years 2003-2011 separately, but including a single set of 7 different indicators 

listed above.  

How to fill the missing data. The data are sets of index values with an average (or at 

Government deficit maximum) value of 100, for all the countries studied EU27 for each year 

2003-2011. Looking at the data collected in the table, it is clear that in each table are missed 

two or three data cells, and it means that the average analysis lacks 1% of data set. 

When I tried to use the arithmetic mean to substitute the missing values this method 

has been improved, immeasurably reality, the situation of lagging or decreased the leaders. So 

I wrote a program in the MATLAB software, which complements the missing data, 

calculating them based on the regression analysis.  

What methods are used for cluster analysis. 

In the research described in this article, I use two methods: 

• The hierarchical approach: hierarchical clustering 

• The probabilistic approach: k-means 

To study the data set was created a script using these methods. The main result of the 

hierarchical cluster analysis will be dendrogram reflected some years, and the distribution of 
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countries into 2-8 groups. In interpreting the dendogramm there is a problem: the lack of 

unambiguous criteria for selection of clusters. In the literature, they recommend to use two 

methods - visual analysis and comparison clustering results, performed by other methods. 

The results of the hierarchical cluster analysis can be verified iterative cluster analysis 

by the method of k-means. When comparing the classification of groups of respondents have 

a share of over 70% of matches (more than 2/3 matches), the cluster solution is adopted. By 

implementing this method, I was faced with inconsistency assessment of comparison because 

k-means method has in its algorithm for calculating random composes and clusters based on 

this algorithm is not constant for the different members of the same data but different 

calculations. The solution is a multiple launch the program and analysis of the distributions 

into n 2-8 groups on the basis of the hierarchical analysis (consistent) and k-means 

(inconsistent). Thus, the comparison of the groups several times can help you determine 

whether to accept the cluster solution. 

 

1.4 Step by step description of the MATLAB algorithm 

To solve the problems of clustering in MATLAB already exist described algorithms 

for the analysis of hierarchical and k-means (MathWorks site). Therefore, the problem is 

reduced to the proper implementation of the comprehensive study of the algorithm. 

Step 1: Load the data from EXCEL to MATLAB 

The cycle "different year": all further steps will be repeated in a cycle for each 

following year, the first year 2003, the last 2011.  

Step 2: Regression analysis on all available complete sets of data for a given year and 

the addition with the resulting linear function of the missing data. At this stage, the problem 

may occur, the resulting value may be beyond the allowed values, and it must be controlled 

manually. Another drawback of this approach is that I do not deal with the statistical 

significance of each regression analysis, because the volume of added data is less than 2%.  

Step 3: Hierarchical analysis: standard algorithm of MATLAB library is used. The 

algorithm makes calculations on a "nearest neighbor" method with the Euclidean metric. On 

the way out, we have 7 distributions of countries into 2-8 groups and visualization in the form 

of a dendrogram of the nearest neighbors. 

Step 4: Analysis using the k-means method: standard algorithm of MATLAB library 

is used. The algorithm computes with set parameters: 

 The number of clusters = 2,3..8 
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 Distance = sqEuclidean - Squared Euclidean distance. Each centroid is the 

mean of the points in that cluster. 

 Replicates = 10 - Number of times to repeat the clustering, each with a new set 

of initial cluster centroid positions. K-means returns the solution with the 

lowest value for sumd.   

On the out, we have 7 distributions into clusters for groups (2-8 groups), and a description of 

the centroids, which is just chosen at random, which is the reason of not consistency the 

results of the k-means method. 

Step 5: Comparing the results - which distribution into groups has greater similarity.  

This step is an intuitive analog of finding the optimal number of clusters, because it 

gives the answer how two distributions into clusters are matched, based on various analyses.  

The cluster solution is adopted if a match is 70% or more, as mentioned earlier. We're 

looking for the division that will have the highest percentage of matches. This algorithm is 

implemented by me. It works on the basis of selection of key containing group number, and 

based on the matrix variants received by permutation. 

Why it is necessary. Imagine two distributions of the same objects A, B, C into two 

groups. We can get the same distribution based on different methods: 

(�, �) ∩ (�) = 0     (3) 

That record is clear, but the computer can give the following answers: 

Object  HYE1 KMEAN1 HYE2 KMEAN2 HYE3 KMEAN3 

A  1 1  2 1  1 2 

B  1 1  2 1  1 2 

C  2 2  1 2  2 1 

That is why we need the key that will compare the data and show whether an object is in the 

same group or not. In our case, the key is the matrix: 

1 1 , 2 2 

1 2 , 2 1 

If we apply this matrix to the comparison above, it will give the answer that YES, the objects 

belong to the same group, for all the above proposed distributions. Detailed implementation of 

the algorithm can be found in the software code in the application (Kulbakov 2013).  

The output of the algorithm we have the matrix of better matches, which includes data about 

the percentages of similarities and the number of groups with the best results. 

The essence of the algorithm - the matrix of permutations, imposes computational restrictions 

on the analysis of the number of groups, as the number of different combinations is equal to 
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n! Where n - the number of groups. That's why I restricted myself by 8 groups. If you take n 

more than 8, the calculation takes too much time. 

The problem with inconsistency of the results received by k-means method, I solved through 

multiple calculations and comparing the results time and time again. I watch a few times 

which are issued by the distribution and clustering solution adopted for the sample EU27. So I 

decided that for the years 2003-2009 could be applied a distribution into four groups, for 2010 

year into 8 groups, and for 2011 into five groups. 

 

2 Results of the research 

2.1 Output 

Tab. 1: Distribution of countries by groups 

Country 2003 C4 2004 C4 2005 C4 2006 C4 2007 C4 2008 C4 2009 C4 2010 C8 2011 C5 EURO S&P  may2012 

Belgium 
A A A A A A A AAA A 

EA AA 

Bulgaria 
C C C B C C B C C 

 
BBB 

Czech Rep. 
B C C B C B B B C 

 
AA 

Denmark 
A A A A A A A AAA A 

 
AAA 

Germany 
A A A A A A A AAA A 

EA AAA 

Estonia 
C C C B C B B B C 

EA AA- 

Ireland 
A A A A A A A A B 

EA BBB+ 

Greece 
B B B B B B B GR GR 

EA B- 

Spain 
A A A A B A A AA A 

EA BBB- 

France 
A A A A A A A AAA A 

EA AA+ 

Italy 
A A A A A A A AA A 

EA BBB+ 

Cyprus 
B B B B B A A AA A 

EA CCC 

Latvia 
C C C B C C C D C 

 
BBB 

Lithuania 
C C C B C C C C C 

 
BBB 

Luxembourg 
LU LU LU LU LU LU LU LU LU 

EA AAA 

Hungary 
C C C C C C C C C 

 
BB 

Malta 
B B B B B B B B C 

EA BBB+ 
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Netherlands 
A A A A A A A AAA A 

EA AAA 

Austria 
A A A A A A A AAA A 

EA AA+ 

Poland 
C C C B C C B C C 

 
A 

Portugal 
B B B B B B B B B 

EA BB 

Romania 
C C C C C C C C C 

 
BB+ 

Slovenia 
C B B B B B B B C 

EA A- 

Slovakia 
C C C B C B B B C 

EA A 

Finland 
A A A A A A A AAA A 

EA AAA 

Sweden 
A A A A A A A AAA A 

 
AAA 

UK 
A A A A A A A AAA A 

 
AAA 

Source: own calculations 

 At the output of the research I received better distribution of matrix groups. For 

convenience, I picked up the names of the groups according to the ratings. Rating has been 

calculated based on the average values of the indicators for each group given the nature of the 

indicators, i.e. it is better if the indicator is higher (annual earnings, or vice versa, price level).  

For a visual analysis of the nearest neighbors, will be given only one dendrogram based on 

2011 year. For more informativeness, next to the name of the country is mentioned “EA”, if 

the country belongs to Euro Area, or it is mentioned “EU” if the country belongs to European 

Union, but it is not in the Euro zone. Also, there is an S&P Sovereigns Rating List next to the 

name of the country (S&P 2013). Dendrogram for the remaining years is in the attachment. 
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Fig. 1: Output: dendrogram 2011 EU27 

  

Source: own calculations 

Fig. 2: Rating of clusters EU27 

 

Source: own calculations 

2.2 Commentary on the results 

The logic of the table which shows the distribution on clusters is that the most successful 

country Luxembourg creates the most successful cluster LU, the indicators of Luxembourg 

never comes close to the other countries during all the year of the research, and Luxembourg 

can be combined with any other country.  

A cluster of the most developed countries in the EU follows after Luxemburg, with the name 

of A. Cluster A includes countries such as Belgium, Denmark, Germany, Ireland, Spain, 

France, Italy, Netherlands, Austria, Finland, Sweden, United Kingdom. During the economic 

crisis of 2010 year this cluster is divided: on the best of the best -AAA, average  -AA, and 
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worst of the best -A. A cluster is stable, and Spain leaving it in 2007, but then returned. 

During the crisis, Ireland lost its top position and moved in 2010 to “worst of the best –A”, 

and moved to the worst in 2011, because of the high cost of loan rates on government bonds 

and high budget deficit. 

The third cluster B and the fourth cluster C contain EU countries that are weak and the 

weakest in economic terms. These two clusters are characterized by low stability of the 

country and every year is moving between them. 

An example of Cyprus is very interesting, the country moves from low developed one to the 

category “ best of the best”. It is unfortunate that the research does not reflect the statistics for 

2012 and 2013. It is well known that Cyprus in 2013 was in a very difficult economic 

situation. From the research it is clear that there was a prosperous economic situation even in 

2011 year. 

Greece is situated in the second group in 2003- 2009, and moves into a single cluster in 2010, 

after the debt crisis, and the cluster reflects the worst economic of European countries in 

2011.  

Portugal is stable earlier in the cluster B, but after the economic crisis it’s also left the cluster 

and moved to C. Latvia has improved its position and moves from the weakest countries to 

the cluster B. 

As a result there are such countries as Bulgaria, Czech Republic, Estonia, Latvia, Lithuania, 

Hungary, Malta, Poland, Romania, Slovenia, and Slovakia in 2011 in cluster B. 

Portugal and Ireland are in the weakest cluster in 2011 - in cluster C. 

From all the dendrograms for the period 2003 – 2011 is clear that the nearest neighbor for the 

Czech Republic is Slovakia in the selected indicators. On the dendrogram for 2011 is seen 

that Greece, Ireland and Portugal are close to each other, these countries have the problems 

that became apparent on the background of recent global economic crisis. Also from the 

dendrogram is clear that the most developed economies, with the credit rating of AAA, are 

together. 

Luxemburg, that is situated separately, is the owner of an excellent credit rating, because 

"Country of banks" surpasses the European countries by level of living. 
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Conclusion  

As a result of the research was created the tools with which it is possible to carry out 

the cluster analysis with similar parameters quickly and efficiently. The experience that was 

received can be used in the future for different sets of data and for different sets of countries. 

After the research it became clear that even on the basis of a small set of data you can 

construct an adequate picture of the distribution of country groups with different state of 

macroeconomics. There is a desire to continue the research in this direction and expand the 

scope. It is possible to increase the complexity in terms of quantity, i.e. it is possible to 

increase potentially the sample of countries in the region, continent, hemisphere, and the 

whole world. It is also real to improve the quality of the model, namely, to think over what set 

of indicators could present more adequate picture of distribution. One might think the best 

way to process the data to comparing two countries; make an overall rating or a special one, 

such as credit rating, foreign trade, standard of living, economic strength, etc. The results of 

this research could be interesting to the public, and could be used as material for journalists 

and teachers. 
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