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Abstract 

In the European Union (EU) there is a general belief that differences between states and 

regions are major obstacles to the balanced and harmonious development of European 

territory and these inequalities should be reduced or kept in the sustainable limits. The EU 

Cohesion Policy is a main instrument for pursuing growth, prosperity and harmonious 

development across the EU. Although, the EU Cohesion Policy has contributed to reduction 

of economic, social and territorial disparities over the past decade, overall a wide gap remains 

between the less developed and the highly developed EU regions. Visegrad Four countries 

(V4; the Czech Republic, Hungary, Poland, Slovakia) belong to states that have joined the EU 

in the year 2004 and their regional development of the last 10 years has been strongly linked 

to the EU Cohesion Policy funding. The aim of the paper is to evaluate and compare the 

development of regional disparities in Visegrad Four over the period from 2004 to 2012 

(period before economic crisis and after it) by utilizing selected multicriteria decision making 

(MCDM) methods (namely entropy, TOPSIS and VIKOR methods). The information entropy 

is used to derive the objective weights of the regional indicators and the TOPSIS and VIKOR 

methods are employed to rank the NUTS 2 regions in V4 according to their socio-economic 

development in the context of EU cohesion. Applying MCDM methods, the paper solves the 

problem of an alternative approach to quantitative evaluation of the regional disparities. 
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Introduction 
Through the EU Cohesion Policy, the European Union aims to reduce the regional 

inequalities and support lagging states and their regions to catch up with the rest of the EU 

members. Till 2007 the EU enjoyed a sustained period of economic prosperity and shrinking 

of socio-economic differences among regions. The situation has been changed since the 
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economic crisis hit the EU states and regions in the year 2008.The unemployment rate, 

poverty and social exclusion have rapidly increased in most of parts of the EU and the 

positive tendencies in the narrowing of regional disparities have stopped. 

The quantitative evaluation of the regional disparities in the EU in order to adopt the 

effective measure for regional disparities elimination is actual and important topics of many 

discussions and research studies. However, the attitude of the researches to the measurement 

and evaluation of the regional disparities is not uniformed. Most existing approaches use 

several disparities indicators that are processed by less or more sophisticated mathematical 

and statistical methods, see e.g. Campo, Monteiro and Soares (2008), Ginevičius, Podvezko 

and Mikelis (2004), Poledníková (2014).Alternative and not broadly extended approach in the 

field of regional economics represents the multicriteria decision-making methods (e.g. AHP, 

Entropy, TOPSIS, VIKOR, DEA), see e.g. Tzeng and Huang (2011), Ishizaka and Nemery 

(2013), Kashi and Franek (2014), Melecký and Staníčková (2014).MCDM methods help to 

decision maker organize the problems to be solved, and carry out analysis, comparisons and 

rankings of the alternatives.  

The aim of the paper is to evaluate and compare the development of regional 

disparities in Visegrad Four based on the rank of NUTS 2 regions reflecting their socio-

economic development over the period 2004-2012 by utilizing the selected MCDM methods. 

In the absence of the mainstream in methodological approach to regional disparities 

evaluation, MCDM methods can be considered as a suitable alternative tool. 

 

1 Methodology and data description 
Following sections discuss the theoretical background of MCDM methods and describe the 

data base. In this paper, Entropy is used to derive the weights of the regional indicators. 

Subsequently, TOPSIS and VIKOR method ranks the NUTS 2 regions according to their 

socio-economic development in the context of the EU cohesion over the period 2004-2012. 

1.1 Entropy 

In information theory, entropy is a general measure of the uncertainty. It is represented by a 

discreet probability distribution, in which broad distribution represents more uncertainty. 

When the difference of the value among the evaluating objects on the same indicator is high, 

while the entropy is small, it illustrates that this indicators provides more useful information, 

and the relative weight of this indicator would be higher and vice versa (Zou, Yun and Sun, 

2006). The procedure of entropy includes the following steps. The first step of entropy is to 
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get the normalized decision matrix   nmijrR  , where rij is the data of the i-th evaluating object 

on the indicator, and  1,0ijr . If there are benefit indicators then rij is calculated as (Zou, Yun 

and Sun, 2006): 

  
   ,

minmax

min

ijiiji

ijiij
ij xx

xx
r




 if there are cost indicators then 

 
   ,

minmax

max

ijiiji

ijiji
ij xx

xx
r




       (1), (2) 

The second step is to calculate entropy value Hj. In the n indicators, m evaluating 

objects evaluation problem, the entropy of j-th indicator is defined as: 
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The third step is to determine the weight of entropy of j-th indicator as: 
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1.2 TOPSIS method 

TOPSIS method (the Technique for Order Preferences by Similarity to an Ideal Solution)is 

based on the determination of the best alternative that comes from the concept of the 

compromise solution. The compromise solution can be regarded as choosing the best 

alternative nearest to the ideal solution (with the shortest Euclidean distance) and farthest 

from the negative ideal solution (Tzeng, Huang, 2011). The procedure of TOPSIS method 

includes the following steps. The first step is to construct the decision matrix. Given a set of 

alternatives A= {Ai| i= 1.….n}, and a set of criteria (attributes), C= {Cj| j= 1.…. m}, where 

Y= {yij| i= 1.…. n; j= 1.…. m} denotes the set of performance ratings and w= {wj| j= 1.…. m} 

is the set of weights for criteria. The second step is to calculate the normalized decision matrix 

according to formula:  
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The third step is to calculate the weighted normalized decision matrix expressed as 

ijjij rwv  , where  i= 1.....n; j= 1.....m. The fourth step includes the determination of the 

positive ideal solution  ijj vH max and the negative ideal solution  ijj vD min .The fifth step is 
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to calculate the separation from the ideal 
id and the negative ideal solutions 

id between 

alternatives. The separation values can be measured using the Euclidean distance which is 

given as: 
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The last step includes the calculation of the relative closeness from the ideal solution 

and ranking the alternatives in descending order. The relative closeness of the i-th alternative 

Ai is expressed as:          
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1.3 VIKOR method 

VIKOR method (VlseKriterijumskaOptimizacija I KompromisnoResenje) focuses on ranking 

and selecting from a set of alternatives in the presence of conflicting criteria. It introduces the 

multicriteria ranking index based on the particular measure of closeness to the ideal solution 

(Tzeng and Huang, 2011, p. 71). Assuming that each alternative is evaluated according to 

each criterion function, the compromise ranking could be performed by comparing the 

measure of closeness to the ideal alternative. The multicriteria measure for compromise 

ranking is developed from the Lp-metric used as an aggregating function in a compromise 

programming method. The various ialternatives are denoted as a1; a2; . . . ; an. For alternative 

ai, the rating of the j-th aspect is denoted by fij, i.e. fij is the value of j-th criterion function for 

the alternative ai; m is the number of criteria. Development of the VIKOR method started with 

the following form of Lp-metric: 
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Within VIKOR method, iL ,1  and iL , are used to formulate ranking measure. The 

solution obtained by miniSi is with a maximum group utility (“majority” rule), and the 

solution obtained by miniRi is with a minimum individual regret of the “opponent”. The 

compromise solution cF is a feasible solution that is the “closest” to the ideal *F , and 

compromise means an agreement established by mutual concessions. The compromise 

ranking algorithm VIKOR has the following steps (Tzeng and Huang, 2011, p. 72-74). The 

first step is to determine the best *
jf and the worst 

jf values of all criterion functions, j= 1, 2, 
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.. , m, that is known as positive and negative ideal solution. If the j-th function represents a 

benefit then (Opricovic and Tzeng, 2004, p. 447-448): 

,min,max*
ijijijij ffff     (11) 

Second step is to compute the values Si and Ri, j=1, 2,..., m, by formula:
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In the VIKOR method ii LS ,1  and ii LR ,  are introduced as “boundary measures”. 

Si is ai with respect to all criteria calculated by the sum of the distance for best value, Ri is ai 

with respect to the j-th criterion, calculated by the maximum distance from the worst value. 

Third step is to calculate the values Qi, i= 1, 2, . . , n, by relation: 
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and v is introduced as weight of the strategy of “the majority of criteria” (or “the 

maximum group utility”), here v=0.5. Index Qi is obtained and based on the consideration of 

both the group utility and the individual regret of the opponent. Fourth step is to propose as 

the compromise solution the alternative (a') which is ranked the best by the measure Q if the 

two conditions, acceptance advantage and acceptance stability in decision making, are 

satisfied, see Opricovic and Tzeng (2004). The last step is to rank the alternatives, sorting by 

the values S, R and Q, in decreasing order. The best alternative Q(a') is the best solution with 

the minimum of Qi. 

 

1.4 Data description 

Visegrad Four countries are divided into 35 NUTS 2 regions (8 Czech NUTS 2 regions, 7 

Hungarian NUTS 2 regions, 16 Polish NUTS 2 regions, 4 Slovak NUTS 2 regions). These 

NUTS 2 regions (alternatives) are evaluated by 16 selected indicators (criteria) of economic, 

social and territorial disparities shown in table 1. These indicators are most frequently used 

indicators of regional disparities monitored within Cohesion reports, see e.g. European 

Commission (2010).  These indicators are available in the Eurostat database, the last available 

regional data are for the year 2012. 
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Tab. 1: Selected indicators (criteria) for disparities evaluation in V4 regions 

 
Source: Eurostat, 2015; author’s processing, 2015 
 

2 Application of MCDM methods and empirical results 
The final values of indicators' weights (criteria) based on entropy in the years 2004 and 2012 

are shown in Table 2. In both years, indicators density of railway, GDP per inhabitant and 

Gross fixed capital formation had the biggest importance in the evaluation. 

Tab. 2: Weights of indicators

 
Source: author's calculation, 2015 

Table 3 shows and compares the final value of the ranking index ci within TOPSIS method 

and Qi within VIKOR method in the years2004 and 2012. The highest ranked region is the 

closest to ideal point. The wide range of the index ci (an interval 0.6-0.07) and Qi (0.05-0.9) 

indicates the significant socioeconomic differences between NUTS 2 regions.  

In the year 2004, when the V4joined the EU and European economy prospered, the 

shortest distance to ideal solution according to TOPSIS method was achieved by three regions 

with capital cities - Praha, Közép-Magyarország and Bratislavský kraj followed by Czech 

regions Střední Čechy and Jihovýchod. These regions were ranked on the top five positions 
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and in comparison with other regions their best ranking has predominated in year 2012. On 

the other hand, Polish regions Warmińsko-Mazurskie, Zachodniopomorskie, Kujawsko-

Pomorskie and Slovak regions Východné Slovensko, Stredné Slovensko had the farthest 

distance to ideal solution and they were ranked in the last five positions. Based on index Qi 

the shortest distance to the ideal solution was achieved also by regions Praha, Közép-

Magyarország, Bratislavskýkraj, Střední Čechy and Jihovýchod. Also region with capital city 

Mazowieckie was ranked on the same, sixth position by both methods. It can be said that 

there was a consistence between the ranking of regions with the farthest distances to ideal 

solution based on index ci and index Qi. 

Tab. 3: Comparison of V4 regions' ranking  

 
Source: author's calculation, 2015 

In the year 2012, after time of economic crises and in time of economic recession, the 

regions with capital city remained at the leading five positions according to TOPSIS results. 
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However, the rank of regions was changed. The region Bratislavský kraj was ranked at first 

position and region Közép-Magyarország dropped to third position. The Polish regions 

Warmińsko-Mazurskie, Zachodniopomorskie, Kujawsko-Pomorskie were again regions with 

farthest distances to ideal solution together with regions Podlaskie which dropped to 34th 

position. Contrary, region Východné Slovensko recorded the improvement in the 

development and got the better position. Overall, in the year 2012, 15 Czech, Hungarian and 

Polish regions had the worse positions in comparison with the year 2004, 8 regions were at 

the same level of development and 12 regions got better positions (six of them was in Poland). 

The VIKOR results showed the same ranking of regions with the shortest distances to ideal 

solutions as in the case of TOPSIS results. Small changes can be observed by ranking of 

regions at the last positions. The Polish regions Warmińsko-Mazurskie and 

Zachodniopomorskie were ranked at the last two positions. Slovak regions Stredné Slovensko 

got the worse 33rd position and region Lubuskie dropped to 31st position. Compared to 

TOPSIS ranking, in the year 2012 15 regions had the worse positions in comparison with the 

year 2004, 5 regions recorded the same positions and 15 regions got better positions (eight of 

them was in Poland). 

 

Conclusion 
The results of TOPSIS and VIKOR methods confirmed the ranking of most and less 

developed regions. Although the rank of regions Praha, Közép-Magyarországand Bratislavský 

kraj was changed and the rank differed according to TOPSIS or VIKOR method they can be 

considered as most developed in the period 2004-2012 regardless of the crisis. Small changes 

could be observed also by regions on the last positions. Regardless of economic prosperity or 

crisis, Polish regions Warmińsko-Mazurskie, Zachodniopomorskie, Kujawsko-Pomorskie 

together with region Podlaskie and Slovak region Východné Slovensko showed overall the 

farthest distance to ideal point and these regions can be considered as less developed.  In the 

year 2012, 15 regions in V4got the worse positions in comparison with the year 2004. The 

rest of regions recorded the same level of development or better positions, most of these 

regions were Polish. The TOPSIS and VIKOR showed that disparities among regions with 

capital cities (with exception of region Mazowieckie which was ranked on lower position) and 

the rest of V4 regions have still persisted. 

Different VIKOR and TOPSIS ranking of the rest of regions can be caused by own 

means of calculation of both methods. The VIKOR and TOPSIS are based on an aggregating 
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function representing closeness to the reference point. The basic principle of the VIKOR 

method is that the best ranked alternative has the shortest distance from the ideal solution. The 

ranking index Qi is an aggregation of all criteria, the relative importance of the criteria and a 

balance between total and individual satisfaction. The TOPSIS method ranks the alternatives 

according to the shortest distance from the ideal solution and the farthest distance from the 

negative solution. The highest ranked alternative by TOPSIS is the best in terms of the 

ranking index, which does not mean that it is always the closest to the ideal solution. The 

VIKOR method uses linear normalisation to eliminate the units of criterion functions and 

TOPSIS method uses vector normalization. The normalized value in the TOPSIS method 

depends on the evaluation unit of a criterion function. The advantage of VIKOR and TOPSIS 

methods is that they are simple, easy to use and understand. Due to the importance of the 

indicators we are able to determine the distance to the ideal solution in a more realistic way. 

The regional development can be characterized by various types of parameters. Multicriteria 

approach enables to evaluate the actual level of regional development in complex way. 

However, it is necessary to take into account the disadvantages of MCDM methods. The 

informative level of the VIKOR and TOPSIS methods can be influenced by the selected type 

of the indicators, weights of indicators and reference year. The author also takes into 

consideration that the value of the index Qi depends on the value of the v. For these reasons it 

seems an interesting task to conduct a sensitivity analysis to compare the impact of different 

indicators’ weights (calculated by different method, e.g. AHP) or v on final ranking of 

regions. 
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