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Abstract
The most frequently used method for estimation of parameters is the maximum likelihood method. In the contribution the moment method based on L moments (instead of classical moments) is used and such robust estimates are compared to maximum likelihood estimates. The Monte Carlo study is presented in order to show the robustness of moment estimates especially for the skewed contaminated data. A sample from lognormal distribution is contaminated by 0 %, 5 %, and 10 % of observations from other lognormal distribution. The situation is described by the finite mixture model with two components. The component membership is supposed to be known and one lognormal distribution is fitted into data as well as the mixture of two lognormal distributions. Results are compared with normal distributions fitted into logarithms of data. The dependence on the percentage of censored data is also of interest (censoring from 0 % (complete data) to 30 % of observations in the sample of 500 observations). All computations are done in R program.
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Introduction
The problem of estimation of parameters of probability distributions is frequently met in the statistical applications. The maximum likelihood method (ML) is accepted as general and asymptotically optimal method for the estimation of parameters. Method of moments (MM) is based on solving of equations of theoretical and sample moments with respect to the unknown parameters. The sample moments are sensitive to the outliers and the moment method (easy to be used) do not give generally satisfactory results. L-moments (and other robust analogies of classical moments) provide the characteristics of distribution more robust and they can replace classical moments in the moment method of estimation (Hosking, 1990; Bílková, 2013). Furthermore for heavy tailed distributions with only finite mean, this is a viable alternative to maximum likelihood (Delicadoa and Goriab, 2008, Mudholkar and Hutson,
for a class of estimators based on QL-moments as well as L-moments that always exist. The L-moments, being linear functions of order statistic, are subject to less sampling variability, robust to outliers and the asymptotic results are reliable even for small samples. Hosking and Wallis (1987) applied MM with L-moments to extreme value distribution. They found that it performs better than method of moments and that both methods do well in small samples compared to maximum likelihood estimation. In the survival analysis highly skewed data with heavy tails (moreover with outliers) are usually used and the positive impact of robust moments is expected to be even stronger. In this text the sample L-moments from data including right censored observations are evaluated, the definition of sample L-moments was given by Wang et al., 2010. In the text the authors used L-moments for the estimation of parameters of extreme value and Weibull distributions with superior results to maximum likelihood estimates even in the presence of heavy censoring (up to 50 percent).

In the text the lognormal distribution is used. This skewed distribution is frequently used in the modelling of incomes or wages (Bílková, 2013). The moment method with L-moments was used for the modelling of the duration of unemployment in the Czech Republic in Malá, 2015 for interval censored data transformed to the right censored.

The aim of the text is to compare maximum likelihood estimates (MLE) with the estimates obtained by the moment method based on L-moments (MME) for contaminated lognormal distribution (possibly with right censored data). Two straightforward approaches are used, the lognormal distribution is fitted into data and normal distribution id fitted to the logarithm of data. There exist closed formulas for the theoretical values of L-moments of lognormal and normal distributions (Hosking, 1990). In the text the lognormal distribution is contaminated by 5 and 10 percent of different lognormal data and the censoring is up to 30 percent of observations. The presented results come from the large simulation study and it is not possible to illustrate the situation in general.

1 Description of the models

The nonparametric L-moments were proposed by Hosking in 1990 (Hosking, 1990). For a random sample of the size $k$ from the distribution of a random variable $X$ we denote the ordered sample $(X_{1k}, X_{2k}, ..., X_{kk})$, where the first index refers to the rank and the second to the sample size. We define (for $k = 1, 2, ...$) the $k$-th L-moment $\lambda_k$ as (Hosking, 1990)
\[
\lambda_k = \frac{1}{k} \sum_{j=0}^{k-1} (-1)^j \binom{k-1}{j} E(X_{k-j}),
\]  

and the sample L-moment \( l_k \) (from a sample of the size \( n \)) by the sample version of (1) 

\[
l_k = \left( \frac{n}{k} \right)^{-1} \sum_{1 \leq j_1 < j_2 < \ldots < j_k \leq n} \frac{1}{k} \sum_{j=0}^{k-1} (-1)^j \binom{k-1}{j} x_{j_1, \ldots, j_k}. \tag{2}
\]

In (Hosking, 1990) the moment method is used to estimate parameters of probability distributions with L-moments instead of the classical moments. In case of the lognormal distribution \( LN(\mu, \sigma^2) \) two equations are to be solved with respect to two unknown parameters \( \mu \) and \( \sigma^2 \). Using Hosking, 1990 or Bílková, 2013 we obtain 

\[
l_1 = \exp(\mu + \sigma^2),
\]

\[
l_2 = \left( 2\phi \left( \frac{\sigma}{\sqrt{2}} \right) - 1 \right) \exp(\mu + \sigma^2 / 2), \tag{3}
\]

where \( \phi \) is the cumulative distribution function of the standard normal distribution. For the normal distribution we have 

\[
l_1 = \mu,
\]

\[
l_2 = \sigma / \pi. \tag{4}
\]

Equations (3) were solved numerically, equations (4) have a straightforward solution.

There are right censored observations and exact values present in the analysed datasets. In (Wang et al., 2010) the method of evaluating the sample L-moments is given as (instead of the formula (2)) 

\[
l_k = \sum_{j=1}^{n} x_{j:n} u_{j(k)}, \tag{5}
\]

where \( x_{(0)} = 0, p = k-r, q = r+1, \) \( B_{p,q}(\cdot) \) is the incomplete beta function, \( \hat{S} \) is a Turnbull estimate of the survival function (Klein and Moeschberger, 1998) and 

\[
u_{j(k)} = \sum_{r=1}^{k} \frac{1}{k} (-1)^r \left( \binom{k-1}{r} B_{p,q}(1 - \hat{S}(t_{j:n})) - B_{p,q}(1 - \hat{S}(t_{j-n})) \right). \tag{6}
\]
The regularity conditions for consistency of estimates and for asymptotic normality are given in Wang et al., 2010. In the text of Wang and all. bootstrap is used in order to estimate standard deviations of parameters, in this text we use Monte Carlo simulation that is described below.

The estimator given in (5) is implemented in the R package (R CORE TEAM, 2015) lmomco by Asquit, 2015.

2 Description of the simulation

In the simulation study two component mixtures of lognormal distributions were analysed with one major component (100α% of observations) and one small component (100(1−α)% of observations) describing the contamination of data. We suppose the component membership to be known (this assumption is very limited). We suppose cens % of right censored observations included in the data. For selected values of parameters

\[
0 < \alpha \leq 1, 0 \leq \text{cens} \leq 1, \mu_1 \in R, \mu_2 \in R, \sigma_1^2 > 0, \sigma_2^2 > 0
\]

\(B=500\) of independent random samples were generated and six models were estimated:

1. Two components mixture

   ML estimates of \(\alpha, \mu_1, \mu_2, \sigma_1^2, \sigma_2^2\)

   MM estimates with the use of L-moments

   based on observed data (lognormal distribution is fitted)

   the logarithm of data (normal distribution is fitted),

2. One lognormal distribution

   ML estimates of \(\mu, \sigma^2\)

   MM estimates with the use of L-moments based on normal and lognormal distributions.

The models evaluated in 2. reflect the robustness with respect to the contamination, estimated values are compared (as in (7)) with the theoretical values of the major component (referred as component 1). In the Table 1 the estimates of the mean squared deviation in the form

\[
\frac{1}{n} \sum_{j=1}^{B} (\text{estimated value-theoretical value})^2, \quad (7)
\]
where \( B \) is number of generated samples (replications). In the text \( B \) was selected to be 500 due to the time consuming numerical procedures.

We use \( LN(2;1) \) as a major population distribution \( (X_1, 95 \text{ and } 90 \% \text{ of } \text{generated datasets, } \alpha = 0.9, 0.95) \) and \( LN(0;4) \) \( (X_2) \) as the distribution of contamination. We obtain components: \( E(X_1) = 12.18, \sqrt{D(X_1)} = 15.97, E(X_2) = 2.72, \sqrt{D(X_2)} = 6.87 \)

mixture: \( \alpha = 0.95 \text{ } E(X) = 11.24, \sqrt{D(X)} = 15.57 \)

\( 0.9 \text{ } E(X) = 11.71, \sqrt{D(X)} = 15.78. \)

The selected sample size of 500 observations gives (in the mean) for \( \alpha = 0.9 \) 450/50 observations and for \( \alpha = 0.95 \) the frequencies are 475/25. Moreover the datasets with no censored data (0 \%) and 5, 10, 20 and 30 \% of right censored data were used and values of (7) were evaluated \( (cens = 0, 5, 10, 20, \text{ and } 30). \)

3 Results

The comparison of all above mentioned models is shown in the Table 1, where values of the mean squared deviation (7) are given. The results for the component 1 (columns 1-3) and for the mixture (columns 7-9) provides the comparison of approaches and the impact of contaminated data to the estimates (when one distribution for the whole sample is used instead of the mixture). In the Tables 1 (as well in the Table 2) the estimates in the second group (columns 4-6) are evaluated from a very small sample (50 or 25 observations as stated above) of censored observations; middle 3 columns in the table are included but no definite and valuable results can be derived. We refer to the MLE estimates in the lognormal distribution as (MLE ln) and to the moment method as MM, with \( ln \) for the lognormal and \( n \) for the normal distribution. All three types of estimates seems to be comparable, the use of normal fit to logarithmic data is preferred to the fit of the lognormal distribution to the data.

Histograms of estimated parameters (from 500 replications) are given only for models based on the moment method and for the choice \( \alpha = 0.9, cens = 5 \% \). In the Figure 1 histograms for the mixture model (we use information about component membership, the quality of fit is expected to be better) and in the Figure 2 the single lognormal distribution model. By the dashed lines the theoretical value and the mean of estimates is shown. The distributions of parameters are approximately normally distributed.
In the Table 2 estimated expected values (first row) and standard deviations (second row) are given for both components of the mixture and for the fit of one distribution to all data (in the same structure as in the Table 1). Moreover the distribution of estimated expected values is shown in the Figures 3 and 4 for $\alpha = 0.9, cens = 0.05$ and 0.15. Histograms for the component 1 are in the first row (lognormal fit (left) and normal fit (right)) and a single fitted distribution in the second row (lognormal fit (left) and normal fit (right)). The distributions of

**Fig. 1: Histograms of estimated parameters with 5 % of censored data; mixture model**
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Source: own calculations

**Fig. 2: Histograms of estimated parameters with 5 % of censored data; single distribution**
Source: own calculations
Fig. 3: Histograms of estimated expected values with 15% of censored data, $\alpha = 0.9$. Dashed lines mark the theoretical value and the mean from estimates.

Source: own calculations

Fig. 4: Histograms of estimated expected values with 5% of censored data, $\alpha = 0.9$

Source: own calculations
estimates are positively skewed and the theoretical values are overestimated. The dependence on the censoring is well visible.

Tab. 1: Comparison of models; values of (7) for estimates of parameters.

<table>
<thead>
<tr>
<th>Model</th>
<th>Component 1</th>
<th>Component 2</th>
<th>Single distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MM ln</td>
<td>MM n</td>
<td>MLE</td>
</tr>
<tr>
<td>$\alpha = 0.9, cens = 0$</td>
<td>0.0024</td>
<td>0.0023</td>
<td>0.0023</td>
</tr>
<tr>
<td></td>
<td>0.0020</td>
<td>0.0011</td>
<td>0.0011</td>
</tr>
<tr>
<td>$\alpha = 0.9, cens = 5$</td>
<td>0.0046</td>
<td>0.0044</td>
<td>0.0044</td>
</tr>
<tr>
<td></td>
<td>0.0025</td>
<td>0.0014</td>
<td>0.0014</td>
</tr>
<tr>
<td>$\alpha = 0.9, cens = 10$</td>
<td>0.0124</td>
<td>0.0124</td>
<td>0.0124</td>
</tr>
<tr>
<td></td>
<td>0.0039</td>
<td>0.0023</td>
<td>0.0023</td>
</tr>
<tr>
<td>$\alpha = 0.9, cens = 20$</td>
<td>0.0466</td>
<td>0.0467</td>
<td>0.0464</td>
</tr>
<tr>
<td></td>
<td>0.0092</td>
<td>0.0061</td>
<td>0.0059</td>
</tr>
<tr>
<td>$\alpha = 0.9, cens = 30$</td>
<td>0.1224</td>
<td>0.1214</td>
<td>0.1201</td>
</tr>
<tr>
<td></td>
<td>0.0179</td>
<td>0.0143</td>
<td>0.0133</td>
</tr>
<tr>
<td>$\alpha = 0.95, cens = 0$</td>
<td>0.0022</td>
<td>0.0021</td>
<td>0.0021</td>
</tr>
<tr>
<td></td>
<td>0.0022</td>
<td>0.0012</td>
<td>0.0012</td>
</tr>
<tr>
<td>$\alpha = 0.95, cens = 5$</td>
<td>0.0042</td>
<td>0.0041</td>
<td>0.0041</td>
</tr>
<tr>
<td></td>
<td>0.0025</td>
<td>0.0013</td>
<td>0.0012</td>
</tr>
<tr>
<td>$\alpha = 0.95, cens = 10$</td>
<td>0.0118</td>
<td>0.0119</td>
<td>0.0118</td>
</tr>
<tr>
<td></td>
<td>0.0044</td>
<td>0.0024</td>
<td>0.0024</td>
</tr>
<tr>
<td>$\alpha = 0.95, cens = 20$</td>
<td>0.0464</td>
<td>0.0468</td>
<td>0.0464</td>
</tr>
<tr>
<td></td>
<td>0.0090</td>
<td>0.0056</td>
<td>0.0054</td>
</tr>
<tr>
<td>$\alpha = 0.95, cens = 30$</td>
<td>0.1200</td>
<td>0.1185</td>
<td>0.1173</td>
</tr>
<tr>
<td></td>
<td>0.0159</td>
<td>0.0125</td>
<td>0.0133</td>
</tr>
</tbody>
</table>

Conclusion

In the text a robust alternative to the classical method of maximum likelihood for the estimation of parameters is analysed. In the text the results of the simple simulation are presented and the properties of the method are briefly commented. The use of lognormal distributions enables two models to be fitted – lognormal distribution to the original data and normal distribution to the logarithms of data.

The results were found to be comparable to the maximum likelihood estimates and the method seems to be more robust with respect to the contamination of data. For a single
distribution the robust methods are superior to MLE as it was expected. Both MM methods are comparable in the mixture model, but the former method seems to be better in case of the single distribution.

The MM method is (according to presented and not presented results) worth studying and potentially efficient especially in case of a heavy censoring.

**Tab. 2: Comparison of models; estimated values of the expected value and the variance**

<table>
<thead>
<tr>
<th>Model</th>
<th>Component 1</th>
<th></th>
<th>Component 2</th>
<th></th>
<th>Single distribution</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MM ln</td>
<td>MM n</td>
<td>MLE</td>
<td>MM ln</td>
<td>MM n</td>
<td>MLE</td>
</tr>
<tr>
<td>( \alpha = 0.9, \text{cens} = 0 )</td>
<td>12.2</td>
<td>12.2</td>
<td>12.2</td>
<td>7.5</td>
<td>8.0</td>
<td>8.2</td>
</tr>
<tr>
<td></td>
<td>16.1</td>
<td>16.1</td>
<td>16.1</td>
<td>271.4</td>
<td>107.3</td>
<td>115.0</td>
</tr>
<tr>
<td>( \alpha = 0.9, \text{cens} = 5 )</td>
<td>13.0</td>
<td>13.0</td>
<td>13.0</td>
<td>8.8</td>
<td>9.5</td>
<td>9.7</td>
</tr>
<tr>
<td></td>
<td>17.6</td>
<td>17.5</td>
<td>17.5</td>
<td>879.8</td>
<td>172.1</td>
<td>176.3</td>
</tr>
<tr>
<td>( \alpha = 0.9, \text{cens} = 10 )</td>
<td>14.0</td>
<td>14.0</td>
<td>14.0</td>
<td>9.8</td>
<td>11.6</td>
<td>12.0</td>
</tr>
<tr>
<td></td>
<td>19.5</td>
<td>19.5</td>
<td>19.5</td>
<td>259.8</td>
<td>273.2</td>
<td>307.6</td>
</tr>
<tr>
<td>( \alpha = 0.9, \text{cens} = 20 )</td>
<td>16.2</td>
<td>16.2</td>
<td>16.1</td>
<td>12.7</td>
<td>16.1</td>
<td>16.9</td>
</tr>
<tr>
<td></td>
<td>24.4</td>
<td>23.8</td>
<td>23.7</td>
<td>286.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \alpha = 0.9, \text{cens} = 30 )</td>
<td>19.4</td>
<td>19.4</td>
<td>19.3</td>
<td>16.5</td>
<td>25.3</td>
<td>27.7</td>
</tr>
<tr>
<td></td>
<td>31.6</td>
<td>30.8</td>
<td>30.4</td>
<td>374.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \alpha = 0.95, \text{cens} = 0 )</td>
<td>12.1</td>
<td>12.1</td>
<td>12.1</td>
<td>7.5</td>
<td>8.1</td>
<td>8.5</td>
</tr>
<tr>
<td></td>
<td>16.1</td>
<td>16.0</td>
<td>16.0</td>
<td>444.5</td>
<td>249.5</td>
<td>268.6</td>
</tr>
<tr>
<td>( \alpha = 0.95, \text{cens} = 5 )</td>
<td>13.0</td>
<td>13.0</td>
<td>13.0</td>
<td>8.6</td>
<td>10.3</td>
<td>11.0</td>
</tr>
<tr>
<td></td>
<td>17.7</td>
<td>17.5</td>
<td>17.5</td>
<td>191.3</td>
<td>507.3</td>
<td>719.6</td>
</tr>
<tr>
<td>( \alpha = 0.95, \text{cens} = 10 )</td>
<td>14.0</td>
<td>13.9</td>
<td>13.9</td>
<td>8.6</td>
<td>11.6</td>
<td>12.3</td>
</tr>
<tr>
<td></td>
<td>19.7</td>
<td>19.4</td>
<td>19.4</td>
<td>147.5</td>
<td>823.3</td>
<td>779.3</td>
</tr>
<tr>
<td>( \alpha = 0.95, \text{cens} = 20 )</td>
<td>16.2</td>
<td>16.1</td>
<td>16.1</td>
<td>15.4</td>
<td>26.6</td>
<td>32.6</td>
</tr>
<tr>
<td></td>
<td>24.3</td>
<td>23.7</td>
<td>23.6</td>
<td>469.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \alpha = 0.95, \text{cens} = 30 )</td>
<td>19.1</td>
<td>19.2</td>
<td>19.1</td>
<td>16.5</td>
<td>34.9</td>
<td>49.9</td>
</tr>
<tr>
<td></td>
<td>31.0</td>
<td>30.3</td>
<td>30.0</td>
<td>357.8</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: own computations
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