
The 14th International Days of Statistics and Economics, Prague, September 10-12, 2020 

663 

 

COMPARISON OF CLUSTERING RESULTS OF DIFFERENT 

METHODS WITH FIXED ASSIGNMENT OF OBJECTS TO 

CLUSTERS 

Tomáš Löster   

 

Abstract 

Cluster analysis is a popular multivariate method which aims is to create groups of objects.  

There are many clustering methods that can be used. A very common task of cluster analysis 

is to find the number of clusters. The aim of this paper is to compare the success of selected 

coefficients for determining the number of clusters. A total of ten groups of generated files are 

used for it. There are always three clusters generated, with a total of one hundred files in each 

of group. In the first group the clusters touch each other. In the second group of files, the 

clusters are overlap by 10 % of their area. Subsequently, the degree of overlap increases up to 

level of 90 % and the success of the coefficients is always examined. Based on the performed 

analyses, it was found, that in case, that clusters are very overlap, the less success rate of 

coefficients are. From the level overlap of clusters area 20 %, the coefficients are practically 

inapplicable. The most successful of all used coefficients can be considered the Davies 

Bouldin coefficient, it´s success rate up to the level of overlap of 20 % is more than 90 %. 
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Introduction  

Cluster analysis is a popular multivariate method which aims is to create groups of objects 

called clusters. It is very often used statistical method, see e.g. Halkidi et al., (2001); Löster 

(2018, 2019a, b); Řezanková et al., (2013); Bieszk-Stolorz, Dmytrów, (2019); Tatarczak, 

Boichuk, (2018); Gnat (2019); Objects may be customers, patients, clients, documents, etc. 

Very often is used to classification of regions. Authors of papers very often used wages to 

describe regions. The problem of wages and poverty is described e.g. in Bílková, (2012). 

Other demographic variables, which are very often used in cluster analysis, are described in 

(2018) or Megyesiová, Rozkošova (2018). In cluster analysis, companies and organizations 
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are also very often clustered. Ethics is very often analyzed in organizations, such as in 

Bohinská (2019). In many cases, it is necessary to determine the sample size in order to obtain 

a sample of the required parameters. Stankovičová, Frankovič (2020) for example solves this 

problem. Key role in cluster analysis play the similarity characteristics, resp. distances 

measures. Also in this case, the variable type, which characterizes each object, is critical. In 

case of quantitative variables the distance measures are used. There are many distance 

measures between objects. Linkage clustering methods and distance measures a whole series 

of combinations emerge, the choice is up to the analyst. Various combinations bring different 

results. In the current literature there are numbers of comparative studies that seek to evaluate 

various combinations of clustering methods and measure distances in a variety of conditions. 

However, there is not a clear rule that would strictly determine what combinations use in what 

situations. Although they are indicated for instance situations in which different distance 

measures are unsuitable (for example in case of a strong correlation between the input 

variables), but the actual effect of breaking of this assumption is usually not analyzed. In the 

same way the advantages and disadvantages of different clustering algorithms are indicated, 

see Löster, Danko (2019). The aim of the paper is to analyse selected coefficients ant their 

success rate in finding number of clusters, in different conditions (used methods).  

 

1 Clustering methods and coefficients 

In current literature there are many clustering algorithms, which are implemented to 

many specialized software products. Application of various methods of clustering on same 

objects described by identical properties can produce different results. Among the methods 

which were used in this simulation, were included: Nearest neighbour, Farthest neighbour, 

Average distance, Centroid method and Ward’s method. In my simulation was used Euclidean 

distance measure for clustering. For determining the optimal number of clusters we used four 

coefficients: Calinski Habarasz (CHF), pseudo-T-squared (PTS) and Davies-Bouldin (DB), 

Dunn´s coefficients. Detailed descriptions of methods, distances and coefficients can be found 

e.g. in Řezanková (2009), Gan et al. (2007) or Kogan (2007), Löster (2019b). These 

coefficients are used very often, see for example Löster, Danko (2019). 
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2 Groups of files 

Ten groups of data files were generated using the random number generator to analyse of 

success rate of coefficients for finding the number of clusters. There are one hundred files 

with (generated at the same properties) in all of groups. There are thousand objects divided 

into three clusters in each cluster. In all cases, the variables are generated from the normal 

probability distribution. In the first group of files, the clusters touch each other, in the second 

group the clusters are overlaped 10 %, in the third group the clusters are overlaped 20 %, and 

consequently the percentage of overlap always increases by 10 % up to the level of 90 %. 

Selected clustering methods were used to analysis. The number of clusters was determined 

using selected coefficients and results were compared with the real value of three clusters. On 

the basis of these analysis, the success rate of the coefficients was determined as a percentage 

of the number of files for which the correct value was found and the total number of files (100 

in every data files). 

 

3 Results 

Based on the application of the above clustering methods and the Euclidean distance measure, 

the following results were obtained for different levels of cluster overlap. Table 1 shows 

clustering results for group 1 (clusters touching). As we can see from the clustering results, 

the Davies Bouldin coefficient was the most successful for all used methods. Success rate was 

91 % in finding the number of clusters. 

 

Tab. 1: Success rate of coefficients (in%), group of files 1  

Method/coefficient DB Dunn CHF PTS 

Nearest neighbour 91,00 5,00 13,00 7,00 

Farthest neighbour 91,00 1,00 59,00 49,00 

Average distance 91,00 6,00 49,00 49,00 

Centroid method 91,00 5,00 43,00 43,00 

Ward’s method 91,00 5,00 52,00 43,00 

Source: our calculations 

 

Table 2 shows clustering results for group 2 (the clusters areas are overlaped 10 %). As we 

can see from the clustering results, in addition to the Davies Bouldin coefficient, the success 

rate of other coefficients decreased. 
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Tab. 2: Success rate of coefficients (in%), group of files 2  

Method/coefficient DB Dunn CHF PTS 

Nearest neighbour 91,00 0,00 5,00 1,00 

Farthest neighbour 91,00 1,00 48,00 39,00 

Average distance 91,00 0,00 35,00 35,00 

Centroid method 91,00 0,00 37,00 28,00 

Ward’s method 91,00 2,00 42,00 48,00 

Source: our calculations 

 

Table 3 shows clustering results for group 3 (the clusters are overlaped 20 %). As we can see 

from the clustering results, the success of all coefficients has decreased and is very low. 

 

Tab. 3: Success rate of coefficients (in%), group of files 3  

Method/coefficient DB Dunn CHF PTS 

Nearest neighbour 12,00 0,00 10,00 1,00 

Farthest neighbour 10,00 0,00 27,00 25,00 

Average distance 8,00 0,00 10,00 26,00 

Centroid method 15,00 0,00 1,00 20,00 

Ward’s method 8,00 1,00 17,00 25,00 

Source: our calculations 

 

Tab. 4: Success rate of coefficients (in%), group of files 4  

Method/coefficient DB Dunn CHF PTS 

Nearest neighbour 9,00 1,00 7,00 1,00 

Farthest neighbour 5,00 1,00 27,00 34,00 

Average distance 8,00 0,00 11,00 25,00 

Centroid method 12,00 2,00 10,00 19,00 

Ward’s method 7,00 1,00 7,00 19,00 

Source: our calculations 

  

Tab. 5: Success rate of coefficients (in%), group of files 5  

Method/coefficient DB Dunn CHF PTS 

Nearest neighbour 21,00 1,00 10,00 2,00 

Farthest neighbour 11,00 1,00 25,00 23,00 

Average distance 7,00 0,00 17,00 22,00 

Centroid method 11,00 1,00 12,00 28,00 

Ward’s method 9,00 2,00 17,00 20,00 

Source: our calculations 
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Tables 4 - 10 show the success of the coefficients in their use in selected clustering methods. 

There is a gradual increase in the percentage of cluster overlap by 10%. It is obvious that the 

coefficients at these degrees of overlap are practically unusable for determining the number of 

clusters. 

 

Tab. 6: Success rate of coefficients (in%), group of files 6  

Method/coefficient DB Dunn CHF PTS 

Nearest neighbour 21,00 1,00 10,00 2,00 

Farthest neighbour 11,00 1,00 25,00 23,00 

Average distance 7,00 0,00 17,00 22,00 

Centroid method 11,00 1,00 12,00 28,00 

Ward’s method 9,00 2,00 17,00 20,00 

Source: our calculations 

 

Tab. 7: Success rate of coefficients (in%), group of files 7 

Method/coefficient DB Dunn CHF PTS 

Nearest neighbour 9,00 0,00 10,00 1,00 

Farthest neighbour 4,00 0,00 15,00 29,00 

Average distance 5,00 0,00 6,00 15,00 

Centroid method 12,00 1,00 4,00 15,00 

Ward’s method 4,00 1,00 9,00 17,00 

Source: our calculations 

 

Tab. 8: Success rate of coefficients (in%), group of files 8 

Metoda/koeficient DB Dunn CHF PTS 

Nejbližšího souseda 13,00 1,00 10,00 0,00 

Nejvzdálenějšího souseda 1,00 0,00 8,00 8,00 

Průměrná vazba 0,00 0,00 4,00 17,00 

Centroidní metoda 13,00 0,00 4,00 22,00 

Wardova metoda 2,00 0,00 1,00 7,00 

Source: our calculations 
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Tab. 9: Success rate of coefficients (in%), group of files 9 

Metoda/koeficient DB Dunn CHF PTS 

Nejbližšího souseda 19,00 0,00 7,00 1,00 

Nejvzdálenějšího souseda 0,00 0,00 7,00 12,00 

Průměrná vazba 0,00 0,00 1,00 8,00 

Centroidní metoda 11,00 1,00 3,00 11,00 

Wardova metoda 1,00 0,00 0,00 12,00 

Source: our calculations 

 

Tab. 10: Success rate of coefficients (in%), group of files 10 

Method/coefficient  DB Dunn CHF PTS 

Nearest neighbour  12,00 1,00 4,00 0,00 

Farthest neighbour  4,00 0,00 14,00 19,00 

Average distance  1,00 0,00 4,00 15,00 

Centroid method  6,00 0,00 2,00 17,00 

Ward’s method  2,00 0,00 6,00 15,00 

Source: our calculations 

 

Conclusion  

The aim of this paper was to compare the success rate of selected coefficients for determining 

the number of clusters in cluster analysis. Four coefficients were used to analyse - Calinski 

Habarasz (CHF), pseudo-T-squared (PTS) and Davies-Bouldin (DB), Dunn´s coefficients. 

Five different clustering methods (Nearest neighbour, Farthest neighbour, Average distance, 

Centroid method and Ward’s method) were used for clustering. In all case was used Euclidean 

distance measure. One thousand of generated files (from the normal probability distribution) 

divided into ten groups of files were used for the analysis. In the first group the formed 

clusters touched each other, in the second group the clusters overlapped 10 %, etc. 

Based on the performed analyses, it was found, that in case, that clusters are very overlap, the 

less success rate of coefficients are. From the level overlap of clusters area 20 %, the 

coefficients are practically inapplicable. The most successful of all used coefficients can be 

considered the Davies Bouldin coefficient, it´s success rate up to the level of overlap of 20 % 

is more than 90 %. 
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