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Abstract 

In the literature, deep neural networks are considered as alternative methods that provide a 

solution to the forecasting problem. It is always advantageous to work with nonlinear 

functions of lagged variables to obtain forecasts. An important class of deep neural networks 

is recurrent networks, and the most popular deep neural networks can be created using LSTM 

cells. Another important artificial neural network used for forecasting is the dendritic neuron 

model artificial neural network, which can perform better than the multilayer perceptron. In 

this study, a new deep artificial neural network architecture in which the dendritic neuron 

model is used in the fully connected layer and LSTM Cell in the other layers are defined 

specifically for the forecasting problem. In addition, a new training algorithm based on the 

sine cosine algorithm for the proposed new artificial neural network is given with a step-by-

step algorithm. The performance of the proposed forecasting method was compared with 

other deep and shallow artificial neural networks in the literature by using Istanbul stock 

market data. It was concluded that the proposed method produced successful forecasting 

results and the strengths and weaknesses of the method were determined. 
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Introduction  

In addition to the classical time series analysis methods, artificial neural networks have 

become a powerful alternative for solving the forecasting problem. The inputs of artificial 

neural networks are the lagged variables of the time series and the target value is the 

simultaneous variable of the time series, in other words, the forecasting problem can be 

solved. The most commonly used artificial neural network for the forecasting problem is the 

multilayer perceptron. A multilayer perceptron is an artificial neural network that works with 

an input, one or more hidden and one output layer and works with neuron models using 
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aggregation functions. Other alternative artificial neural networks used in the literature to 

solve the forecasting problem are artificial neural networks using the multiplicative neuron 

model. Multiplicative neuron model is a neuron model that uses multiplicative aggregation 

instead of additive aggregation. Pi-sigma neural network is a high order artificial neural 

network based on the multiplicative neuron model proposed by (Shin and Ghos, 1991). Pi-

sigma artificial neural network is known to produce successful results in solving the 

forecasting problem. Another artificial neural network that produces successful results in 

solving the forecasting problem is the dendritic neuron model (DNM) artificial neural 

network proposed in (Todo et al., 2014). Ji et al. (2016), Gao et al. (2019), Al-qaness et al. 

(2022) and Egrioglu et al. (2023) focused on new artificial neural networks proposed based on 

the dendritic neuron model. Dendritic neuron model artificial neural network is a type of 

ANN that has been popularly studied in recent years. (Egrioglu et al., 2022) proposed a new 

artificial neural network that provides a new solution to the time series prediction problem by 

making the dendritic neuron model artificial neural network recurrent. (Gul et al., 2023) 

proposed a statistical learning algorithm for training a dendritic neuron model artificial neural 

network. In recent years, recurrent deep neural networks with a sequential architecture have 

been frequently used to solve the forecasting problem. The neural network that was originally 

used for natural language processing but offers an effective solution to the forecasting 

problem is the long short-term memory (LSTM) artificial neural network. The LSTM 

artificial neural network was proposed by (Hocreiter and Schmidhuber 1997). In solving the 

forecasting problem with LSTM, a hierarchical structure based on LSTM cells is created and 

the last part of the hierarchical structure is connected to the target value with a full connected 

layer similar to a multilayer perceptron. As such, the LSTM artificial neural network used for 

the forecasting problem can be defined as a structure that provides the process of analyzing 

the preprocessed data with MLP.  

In this study, a new hybrid artificial neural network is proposed for the forecasting 

problem by serially connecting two artificial neural networks, LSTM and DNM, which 

provide effective solutions to the solution of the forecasting problem. A training algorithm 

using the sine cosine algorithm is presented for the proposed new artificial neural network. In 

the second part of the paper, the proposed new artificial neural network and its training 

algorithm are summarized. In the third section, the application results for Istanbul stock 

market are presented. 
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1 Proposed Method 

 

In this study, LSTM artificial neural network and DNM artificial neural network are 

combined in a single architecture and a new deep feedback artificial neural network is created 

for solving the forecasting problem. The architectural structure of the proposed LSTM-DNM 

deep neural network is shown in Fig. 1. 

 

Fig. 1: Architecture of LSTM-DNM Deep Artificial Neural Netwrok 

 

"Source: Own research" 

 

Fig. 1, the last cell in the LSTM neural network is defined as a DNM neural network. 

The output of LSTM-DNM is calculated by the following formulas. 

In a LSTM cell, input gate, forget gate and cell candidate outputs are calculated as in the 

following equations. 
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    𝑖𝑡 = 𝜎(𝑊𝑖𝑥𝑡 + 𝑅𝑖ℎ𝑡−1 + 𝑏𝑖)                                                  (1) 

𝑓𝑡 = 𝜎(𝑊𝑓𝑥𝑡 + 𝑅𝑓ℎ𝑡−1 + 𝑏𝑓)                                                   (2) 

 𝑔𝑡 = 𝜎(𝑊𝑔𝑥𝑡 + 𝑅𝑔ℎ𝑡−1 + 𝑏𝑔)                                                 (3) 

Cell state value is computed by using Equation (4) and the previous cell state and the 

outputs of these gates. 

           𝑐𝑡 = 𝑓𝑡 ∗ 𝑐𝑡−1 + 𝑖𝑡 ∗ 𝑔𝑡                                                 (4) 

The output of the output gate is calculated by using the (5) formula. The hidden state 

value is calculated with the equation (6) and the output gate output and the cell state outputs. 

𝑜𝑡 = 𝜎(𝑊𝑜𝑥𝑡 + 𝑅𝑜ℎ𝑡−1 + 𝑏𝑜)                                              (5) 

ℎ𝑡 = 𝑜𝑡 ∗ tanh(𝑐𝑡)                                                              (6) 

The input of a LSTM cell is lagged variable of 𝑥𝑡 = (𝑦𝑡, 𝑦𝑡−1,…,𝑦𝑡−𝑝+1).  The output of 

the LSTM-DNM deep recurrent artificial neural network is one step forecast of time series. 

The output of the network is calculated with following formulas. The dimension of ℎ𝑡 is ℎ ×

1 and therefore the number of inputs of the DNM output cell is h. The ℎ𝑡 used in these 

formula is the output of the LSTM cell indicated by the bold frame in Fig 1. 

𝑌𝑖𝑗 =
1

1+exp(−𝑘(𝑤𝑖𝑗ℎ𝑡(i)+𝜃𝑖𝑗))
𝑖 = 1,2, … , ℎ; 𝑗 = 1,2, … ,𝑀𝑑         (7) 

𝑍𝑗 = (∏ 𝑌𝑖𝑗
ℎ
𝑖=1 ); 𝑗 = 1,2, … ,𝑀𝑑                                                          (8) 

𝑉 = ∑ 𝑍𝑗
𝑀𝑑
𝑗=1                                                                                               (9) 

�̂�𝑡 =
1

1+𝑒𝑥𝑝(−𝑘𝑠𝑜𝑚𝑎(𝑉−𝜃𝑠𝑜𝑚𝑎))
𝑡 = 1,2, … , 𝑛                                  (10)                                                                                             

The proposed training algorithm for training the LSTM-DNM deep neural network is 

given in Algorithm 1. 

 

Algorithm 1. Training Algorithm for LSTM-DNM 

Step 1. The initial parameters are determined. 

 𝑝: The number of inputs for LSTM cells in the first layer of LSTM-DNM 

 ℎ: The number of time steps 

 𝑚: The number of hidden layers in LSTM-DNM 

 𝑀𝑑: The number of dendrites in LSTM-DNM 

 Ps: Population size in sine cosine algorithm 

 𝑚𝑖𝑡𝑟: Maximum iteration number in sine cosine algorithm 

Step 2. Initialize the population of SCA. 
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Step 3. Calculate the fitness function value of each position. The mean square error (MSE) 

calculated from the outputs of the LSTM-DNM network was chosen as the fitness function. 

Step 4. Obtain the best position (𝑃𝑏𝑒𝑠𝑡) in the population  

Step 5. Obtain new positions in the population by using following equations. 

Pi
t+1 = {

Pi
t + 𝑟1 × 𝑠𝑖𝑛(𝑟2) × |𝑟3𝑃𝑏𝑒𝑠𝑡 − 𝑃i

t| 𝑟4 < 0.5

Pi
t + 𝑟1 × 𝑐𝑜𝑠(𝑟2) × |𝑟3𝑃𝑏𝑒𝑠𝑡 − 𝑃i

t| 𝑟4 ≥ 0.5
; 𝑖 = 1,2,⋯ 𝑝𝑛       (11) 

𝑟1 = 𝛼 (1 −
𝑡

𝑚𝑎𝑥𝑖𝑡𝑟
)                                              (12) 

Step 6. Update 𝑃𝑏𝑒𝑠𝑡. 

Step 7. Check the stopping conditions. If the stopping condition is not met, go back to step 5, 

otherwise terminate the algorithm. 

 

2 Applications 

In the application, 500-day time series of Borsa Istanbul BIST100 index between 31.01.2014 

and 31.12.2015 were used. The graph of the time series is given in Fig 2. 

 

Fig. 2: BIST100 closing price time series 

 

"Source: Own research" 

 

In practice, the time series were analysed by LSTM deep artificial neural network, Pi-

sigma high-order artificial neural network and bootstraped hybrid ANN (B-HANN) methods 

proposed in (Egrioglu & Fildes, 2022). In addition, the naive method and Holt's linear 

exponential smoothing methods are used as classical time series forecasting methods. 
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Tab. 1: RMSE Statistics of Methods  

Methods Mean Standard Deviation Random Walk Holt Linear Trend 

LSTM 1223,6421 15,1430 

1207,0821 1210,3548 
PSGM 1214,5322 8,1635 

B-HANN 1212,3883 1,8548 

LSTM-DNM 1178,5634 0,7495 
"Source: Own research" 

 

In the analysis of all methods, the time series is divided into 3 blocks as training, 

validation and test set. While the optimal weights of the network were determined with the 

training data, the hyperparameters of the methods were selected with the validation set. The 

test set was used to compare the performance of the methods. For the best hyperparameters, 

all ANN methods were run with 30 different random initialisations and the RMSE mean and 

standard deviation statistics of the methods were calculated and given in Tab. 1.   

                𝑅𝑀𝑆𝐸 = √
1

𝑛𝑡𝑒𝑠𝑡
∑ (𝑦𝑡 − �̂�𝑡)2
𝑛𝑡𝑒𝑠𝑡
𝑡=1                                           (13) 

The best hyperparameter values in LSTM are; number of inputs 2, number of hidden 

layers 1 and number of time steps 2. The best hyperparameter values in PSGM are 4 inputs 

and 4 hidden layer units. The best hyperparameter values in B-HANN are 4 inputs and 5 

hidden layer units. In the proposed method, the best hyperparameter values are determined as 

number of inputs 5, number of hidden layers 1, number of time steps 5 and number of 

dendrites 2. Tab 1 shows that the proposed method has lower mean and standard deviation 

than all ANNs. It is also seen that the average performance of the proposed method is better 

than the classical prediction methods. 

 

Conclusion  

 

In this study, LSTM-DNM as a new deep artificial neural network is proposed for solving the 

forecasting problem. A training algorithm based on the sine cosine algorithm is proposed for 

the proposed LSTM-DNM. The performance of the proposed method is compared with some 

popular ANNs and classical time series methods for Borsa Istanbul stock exchange time 

series. It is observed that LSTM-DNM is able to produce more successful prediction results 

than other methods for the analysed time series. In future studies, it is planned to apply 
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LSTM-DNM to a large number of time series and evaluate the results obtained by using 

statistical hypothesis tests. 
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