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Abstract

Artificial neural network methods are particularly useful for modelling non-linear time series.
Determining the number of hidden layer units of the network is one of the main problems of
many artificial neural network models. Integrate-and-fire neuron model artificial neural
network is an artificial neural network without hidden layer unit number problem. The simple
exponential smoothing method, which is one of the classical forecasting methods, is a method
used in the forecasting of linear time series. This study proposes a hybrid artificial neural
network method that combines exponential smoothing, a classical forecasting method, and
integrate-and-fire neuron model artificial neural network, an artificial neural network method.
The proposed new hybrid method can analyse time series with complex structures, since it is
based on both an artificial neural network method and a classical forecasting method. This new
hybrid neural network method is trained using differential evolution algorithm. The forecasting
performance of the proposed method is evaluated by comparing the time series of an Istanbul
Stock Exchange with various classical forecasting methods and artificial neural network

methods.
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Introduction

The fact that artificial neural network (ANN) methods are self-adaptive to data and do not
require any assumptions makes them one of the most frequently used analysis methods in
forecasting problems. One of the artificial neural network methods frequently used in time
series forecasting problems is the multi-layer perceptron artificial neural network (MLP-ANN)
proposed by Rumelhart et al. (1986). This method has the input, hidden, and output layers

characteristic of a classic artificial neural network. Although a single-input, hidden, and output
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layer MLP-ANN method appears to be a simple neural network model, the number of units in
the hidden layer is one of the main parameters affecting the complexity of this network. Even
an MLP-ANN method with a single hidden layer and a dense hidden layer has a complex
network structure, and it is inevitable that an MLP-ANN method with a dense hidden layer will
have a highly complex network structure. Since the complex network structure of the MLP-
ANN makes its use challenging, Yadav et al. (2007a) proposed the single multiplicative neuron
model artificial neural network (SMNM-ANN), an artificial neural network model that does
not require the determination of the number of hidden layer units. SMNM-ANN is a network
where each input has a weight and a bias value. The output of this network is calculated by
multiplying the linear combinations of the inputs, weights and bias values. SMNM-ANN is a
commonly used artificial neural network in the forecasting problem. Cui et al. (2015) used the
improved glowworm swarm optimisation algorithm in the training of SMNM-ANN. The sine
cosine optimisation algorithm was used in the training of SMNM-ANN in the study by Kolay
(2019). Pan et al. (2021) used the gradient descent algorithm in the training of SMNM-ANN.
Egrioglu et al. (2023) proposed the use of a new genetic algorithm method in the training of
SMNM-ANN. Isik and Akkan (2025) compared the SMNM-ANN method with MLP-ANN and
Pi-Sigma ANN (PS-ANN) for water quality forecasting. Yadav et al. (2007b) proposed an ANN
based on a different multiplicative neuron model, the integrate and fire neuron model (IFNM-
ANN). The net input value of the IFNM-ANN is given by Equation (1), and the network's
output (y) is given by Equation (2).

net = [1}_,[a; log(b;x;) + c;] (1)

y = f (net) )
Equation (1), x; represents the inputs, and a;, b;and c; represent the adjustable parameters of
the network. Equation (2), f is the activation function. In IFNM-ANN, unlike SMNM-ANN,
there are three different adjustable parameters. The total number of parameters in the network
is calculated based on the number of inputs and these parameters. Additionally, [IFNM-ANN is
based on logarithmic calculations, unlike SMNM-ANN. In the IFNM-ANN, when calculating
the net value of the network, the network input is multiplied by one of the adjustable parameters,
and this product is subjected to a logarithmic transformation. The net value is then calculated

by combining this logarithmic transformation with the linear combination of the other
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adjustable parameters. Joshi and Yadav (2024) demonstrated that IFNM-ANN produced more
successful forecasting results than SNM-ANN.

The simple exponential smoothing (SES) method, which is one of the classical time series
forecasting methods used in the analysis of univariate time series, is a method that can obtain
forecasts from the past values of the forecasts or the weighted sums of the lagged variables of
the time series. In a simple exponential smoothing method, forecasts are obtained by Equation
(3).

5C\t+1 = Clxt + (1 - a)ft,o <a< 1 (3)

In Equation (3), a is expressed as the smoothing parameter. Although the a parameter is known
as a weight assigned to the last observation, choosing a low a parameter means that a high
weight value will be assigned to the last observation, while choosing a low a parameter means
that a low weight value will be assigned to the last observation, that is, more weight will be
assigned to older observations. Although this & parameter takes a value between zero and one,
there is no precise method to determine this value. In this study, a new hybrid artificial neural
network based on IFNM-ANN and SES method (SES-IFNM-ANN) is proposed. Differential
evolution algorithm (DEA) proposed by Storn and Price (1997) is used in the training of this
new hybrid artificial neural network. Both the weight values of IFNM-ANN, the a parameter
in the SES method and the weight value used in the combination of these two methods are
optimised simultaneously with this algorithm. In the performance evaluation of the proposed
method, Istanbul Stock Exchange time series is used. This time series is a time series observed
daily between 2014 and 2018 and a time series with different start and end dates is randomly
selected from this time series. This time series is analysed with different artificial neural
network methods other than SES-IFNM-ANN method. The other sections of the study are as
follows. In the first part of the paper, the proposed hybrid artificial neural network method is
introduced. The second section of the paper presents the application results. The third and last

section of the paper is the discussion and conclusion.

1 The Proposed Hybrid Artificial Neural Network Method

The proposed SES-IFNM-ANN method is a new hybrid artificial neural network method that
uses SES and IFNM-ANN methods together. The proposed SES-IFNM-ANN method has a
common network architecture that combines the IFNM-ANN, an artificial neural network

method, and the SES method, a classical forecasting method. This network architecture is
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shown in Fig. 1. The proposed SES-IFNM-ANN method allows the weight value used in the
combination of these two methods to be transformed into the SES method by taking the weight
value as zero and into the IFNR method by taking it as one. DEA is used in the training of this

proposed new hybrid artificial neural network method.

Fig. 1: The architecture of SES-IFNM-ANN
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The output of the IFNM-ANN (&{FNM=ANN) nart of the proposed hybrid artificial neural
network method is obtained using Equation (4), while the output of the SES (f(tSES) part is

obtained using Equation (5). Finally, the output of the proposed hybrid SES-IFNM-ANN

method is obtained as the weighted sum of these two methods, as shown in Equation (6).
RIFNM-ANN — £(TTP_ [a; loge (bixe—i) + ¢i])  (4)

)A('EC’ES:(OQA(tﬂ + (1= o)x¢_q) (5
R, = (BRIFVM-ANN 4 (1 — B)RES) (6)
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1.1  Training of SES-IFNM-ANN method with DEA

Algorithm 1 provides a step-by-step explanation of the training algorithm for the proposed SES-
IFNM-ANN with DEA.

Algorithm 1. The training of SES-IFNM-ANN method with DEA

Step 1. Determining the algorithm parameters

p: input number,

cn: the number of chromosomes in the population,

CO: crossover rate,

nval: length of the validation set,

ntest: length of the test set

Step 2. Creating the initial population

Each chromosome in the population consists of a total of 3p + 2 genes. The first 3p genes
represent the weight and bias values of IFNM-ANN, the (3p + 1) genes represent the o
parameter in the SES method, and the (3p + 2) genes represent the combination parameter ().

Step 3. Partitioning the data set

The data set is divided into three parts: training, validation, and test sets.

Step 4. Calculating the fitness value of each chromosome
The fitness value of each chromosome in the population is calculated using the training data.
The fitness value of each chromosome is obtained by calculating the root mean square error

given by Equation (7).

1 N .
RMSE; = \/@Z?ﬁ”(xt —X)?;j=12,..,cn (7)

Step 5. Application of DEA operators

The DEA operators, mutation and crossover operators, are applied to each chromosome in the
population.

Step 5.1. Application of the de/rand/1 mutation operator Three different chromosomes are
randomly selected except for the relevant chromosome, and the total vector is obtained.

Step 5.2. Application of the crossover operator

The total vector is crossed over with the relevant chromosome according to the crossover rate,

and a candidate chromosome is obtained. The candidate chromosome is compared with the
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related chromosome in terms of fitness value, and the chromosome with the lowest RMSE value

is included in the population.

Step 6. Calculation of fitness values for the validation set and determination of optimal

parameters

Step 7. Calculation of fitness values for the test set

2 Applications

In the application part of the paper, a time series (BIST) with different start and end dates are
obtained from the BIST time series observed daily between 2014 and 2018. The characteristics
of the BIST time series are presented in Tab. 1, and the graph of BIST time series is shown in

Fig. 2.

Tab. 1: The characteristics of BIST time series

Series The number of Observations Start Date End Date
BIST 250 27/01/2016 10/01/2017

Fig. 2: The graph of BIST time series
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BIST time series is analysed using SNM-ANN, PS-ANN, and MLP-ANN in addition to the
proposed SES-IFNM-ANN method. In the analysis phase, nval and ntest are set to 30. The
number of hidden layer units (m) in PS-ANN and MLP-ANN is increased by 1 to 5. co is
varied from 0.1 to 0.7 in increments of 0.1, p is increased from 1 to 5 in increments of 1, and
the number of chromosomes is increased from 30 to 100 in increments of 10. Experiments are
conducted using different parameter combinations. As a result of the experiments, the parameter
set with the lowest RMSE value is obtained as the optimal parameters. Since the analysis
methods are artificial neural network methods, they will be affected by different initial
conditions. Therefore, each artificial neural network method is rerun with ten different initial
conditions. The mean, median, standard deviation, interquartile range, minimum, and
maximum statistics of the different RMSE values obtained from each method are calculated,
and the methods are compared based on these statistics. The RMSE statistics of each method

for BIST time series is given in Tab.2.

Tab. 2: The RMSE statistics each method for BIST time series

Standard | Interquartile
Methods Mean Median ) Minimum | Maximum | p | m
Deviation Range
MLP-ANN 694,9756 | 687,6317 | 27,9601 27,6912 663,8632 | 753,5890 |4 | 5
SMNM-ANN | 665,8045 | 637,0609 | 90,7664 1,9823 636,1874 | 924,1204 |2 | -
PS-ANN 715,2646 | 724,0175 | 78,4243 105,2232 582,2653 | 876,7315 |4 | 5
SES-IFNM-ANN | 666,2007 | 667,7772 | 27,9560 49,0300 624,0619 | 709,7853 |3 | -

The results in Tab. 2 show that the new SES-IFNM-ANN method is better than most other
methods, except for the minimum, median, and interquartile range statistics. However, the

lowest maximum and standard deviation statistics are shown by the SES-IFNM-ANN method.

3 Conclusions and Discussion

Experts use the SES and IFNM-ANN methods to analyse time series forecasting problems. In
this study, a new feedback hybrid artificial neural network called the SES-IFNM-ANN method
is proposed, which combines both methods. The proposed SES-IFNM-ANN method is a hybrid
artificial neural network that combines the SES and [IFNM-ANN methods, and the proposed
SES-IFNM-ANN method has the potential to revert to either of these two methods. DEA is
employed to train the proposed SES-IFNM-ANN method. Following data analysis, it is
concluded that the SES-IFNM-ANN method is the most successful analysis method. In future
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studies, researchers can train the SES-IFNM-ANN method with different artificial intelligence

optimisation algorithms or convert the SES-IFNM-ANN method into a robust neural network.
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