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Abstract

Deep neural networks have become an important alternative to the forecasting problem. Deep
neural networks have the ability to adapt better to complex and nonlinear surfaces than shallow
neural networks. One of the most important problems of deep neural networks is the process of
determining the optimal hyperparameters. This process is carried out outside the training
algorithm and is usually a process that is operated by trial and error or subjective decisions. In
this study, nested and mixed artificial bee colony algorithm is proposed for the first time in the
literature and a forecasting algorithm that tries to reach the optimal solution by reducing the
hyperparameter determination and training process to a single process for long short term
memory, one of the important deep artificial neural networks. The proposed algorithm is
applied to real life time series in terms of computation time and prediction accuracy and the

results are discussed.
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Introduction

Deep feedback artificial neural networks offer a good alternative to solve the prediction
problem. The feedback mechanism gives the neural network a dynamic structure, allowing the
modelling to reflect the change of learning patterns over time. The deep neural network with
the simplest structure in the literature is the simple recurrent neural network (SRNN), a dynamic
version of the multilayer perceptron. The problem of exploding and resetting gradients in deep
feedback networks has led to alternative solutions. Long short-term memory deep neural
network (LSTM) (Hocreiter and J. Schmidhuber, 1997) is an artificial neural network that was
created as a solution to these problems. LSTM is an artificial neural network that was introduced

as a solution to these problems. In addition to LSTM, different deep artificial neural networks
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have also been used to solve the prediction problem. gated recurrent unit deep neural networks
(GRU) (Cho et al., 2014) and convolutional neural networks (CNN) (Kunihiko F.,1980) are two
important artificial neural network models used in solving the prediction problem. CNN has a
feed-forward architecture and is not a feedback network. GRU is a simplified version of LSTM.
Egrioglu and Bas (2024) introduced another feedback deep artificial neural network
(DeepDenT) to the literature. DeepDenT neural network has a dendritic cell structure and is

able to improve the prediction performance by multiplicative combinations of inputs.

In deep recurrent neural networks, in addition to the input or feature selection problem, the
number of time steps and the number of hidden layers must also be determined. In deep neural
networks, which require more parameters than shallow neural networks, the selection of
hyperparameters is a bigger problem. In addition, the training of deep neural networks is another
topic of interest in the literature. The most widely used training algorithms in the literature are
gradient-based algorithms. In these algorithms, the objective function must be differentiable at
certain points along the iterations. In addition, these gradient-based algorithms have a high
probability of getting stuck in local optimum traps. In addition to all these, gradient-based
problems arise in deep neural networks. In the literature, the most well-known gradient-based
algorithms for training deep neural networks are AdaGrad algorithm by Duchi et al. (2014) and
Adam algorithm by Kingma and Ba (2014). In the training of deep feedback networks, artificial
intelligence optimization algorithms have become preferable training algorithms because they
do not need a gradient. Bas et al. (2022) proposed a training algorithm based on particle swarm
optimization for training a simple feedback neural network. Cansu et al. (2023) proposed an
algorithm based on particle swarm optimization for training the LSTM artificial neural network.
One of the deep feedback artificial neural networks is the artificial bee colony optimization
algorithm proposed by Karaboga (2005). The artificial bee colony algorithm is known to
produce successful results in the training of artificial neural networks. In this study, for the first
time in the literature, the nested and mixed artificial bee colony algorithm is proposed as an
algorithm that can perform the training and hyperparameter selection of the LSTM artificial
neural network together. In the second section of the study, the LSTM artificial neural network
is summarized, and in the third section, the nested and mixed artificial bee colony algorithm

proposed for LSTM is introduced.
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1  Long short Term Memory Artificial Neural Network

The LSTM neural network has a hierarchical architecture consisting of a combination of

LSTM cells. The output of the LSTM cell is calculated by formulas (1)-(6).

ir = c(Wix; + Rihy_1 + b;) (1)
fe = o(Wpx, + Rehe—q + bf) (2)
gt = o(Wyx; + Ryhe_y + by) 3)
Ct = fr*Ceq + 1t * gt 4)
o = o(Wyx; + Rohy_1 + b,) (5)
h; = o; * tanh (c¢;) (6)

The architecture of the LSTM neural network is given in Figure 1. This architecture is
specifically designed for the forecasting problem and was proposed in Cansu et al. (2023). The
input of a LSTM cell is lagged variable of x; = (V¢, Ye-1,..YVe-p+1)-

Ve = 0(Wrchy + brc) (7

The output of the artificial neural network shown in Figure 1 is calculated by the formula (7)

based on the output of the neuron given in bold lines in the figure.

Fig. 1: The LSTM Architecture
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2 Nested and Mixed Artificial Bee colony for LSTM

It is possible to perform the training as well as the hyperparameter optimization of the LSTM
neural network simultaneously within the same optimization algorithm. In this case, by
choosing the trial and error method for hyperparameter selection, it is possible to complete the
process in a shorter time without both the problem of working with a solution far from the
optimal solution and trying all possible results. Therefore, nested and mixed artificial bee
colony algorithm is proposed in this study. The steps of the nested and mixed artificial bee

colony algorithm are summarized below.

Algorithm. Nested and Mixed Artificial Bee Colony Algorithm for Training of LSTM

Step 1. The boundaries of the hyperparameter space are determined.
PYmax 1S the maximum number of lagged variables number ( pg € [1, pGmax] )
Mypax 18 the maximum number of hidden layer number (m € [1, M4y ] )

Rinax 18 the maximum number of time steps number ( h € [1, hppax] )

Step 2. The source positions in the outer loop are randomly generated. These positions

correspond to hyperparameters.

XGHeT ~Uniform(pgmax) 3

XZHET ~Uniform(Mumayx) 9)

X wUniform(Rpgx 10
i3

Step 3. The fitness value is calculated in the hyperparameter setup corresponding to each
source in the outer loop. For this, the operations in the inner loop for the LSTM architecture
created with hyper-parameters corresponding to the source positions in the inner loop are

applied in Steps 3.1-3.7.

Step 3.1. The source positions in the inner loop are randomly generated. These positions
correspond to weights of the LSTM in equations (1), (2), (3), (5) and (7).
Step 3.2. The outputs of the LSTM are calculated by using (1)-(7) and training data set

for each sources and the mean square errors (MSE) criterion are calculated for each sources.
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Step 3.3. The best sorces is determined and it is saved as bestsw.
Step 3.4. The worker bee phase is implemented in the inner loop.
Step 3.5. The scout bee phase is applied in the inner loop.
Step 3.6. The best sources are updated. The stopping rule is checked.
Step 3.7. The explorer bee phase is applied in the inner loop.

Step 4. The best source is determined and it is saved as bests.

Step 5. The worker bee phase is implemented in the outer loop.

Step 6. The scout bee phase is applied in the outer loop.

Step 7. The best sources are updated. The stopping rule is checked.

Step 8. The explorer bee phase is applied in the outer loop.

3  Applications
In the application, the 100-day Nasdaq stock market open interest time series between
September 29, 2020 and February 22, 2021 is used. The graph of the time series is given in the
Figure 2.

Fig. 2: The Nasdaq Opening Values
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In order to compare the performance of the proposed method, a multilayer perceptron (MLP)
as a classical artificial neural network, SRNN, GRU and LSTM as deep artificial neural
networks were used. In the implementation of these alternatives, hyperparameter selection was

performed by trial and error method.

The results obtained from the application are given in table 1. The ANN architecture obtained
for the best hyperparameters of all methods was trained with 30 different random initial weights
and the root of mean square errors (RMSE) values for the test set were calculated and the
statistics of the RMSE measures are given in Table 1. In the application, 3 different test set

lengths of 10, 20 and 30 were used.
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Table 1. Results obtained in the application of the methods

ntest Method Mean Median Minimum Maximum pgbest mbest hbest
MLP 194.63 194.3138 187.90 204.77 5 - 5
LST™M 194.63 1943138  187.90 204.77 4 1 1
10  SRNN 194.79  193.9318 191.73 205.08 3 - 1
GRU 191.68 191.5730  189.28 196.42 1 2 2
Proposed Method  139.06 139.02 137.96 140.97 3 1 1
MLP 222.65 222.59 220.04 227.07 4 - 4
LSTM 222.65 222.59 220.04 227.07 1 1 1
20 SRNN 222.89 22231 220.97 228.32 4 - 1
GRU 230.57 228.68 218.32 251.95 1 1 2
Proposed Method  170.40 170.41 169.98 170.79 3 1 1
MLP 203.86 204.05 202.58 205.12 4 - 5
LSTM 203.86 204.05 202.58 205.12 1 1 1
30 SRNN 212.03 208.62 204.74 232.81 5 - 1
GRU 205.36 203.94 200.88 212.23 2 1 3
Proposed Method  157.02 157.02 156.91 157.22 1 1 1

When the RMSE statistics given in Table 1 are analyzed, it is seen that the proposed method

produces better results than the other methods in all three test set lengths.

Conclusion

In this study, nested and mixed artificial bee colony is proposed as a new optimization
algorithm. The proposed method is capable of simultaneously training the LSTM neural
network and selecting hyperparameters. The performance of the proposed method is compared
with MLP, LSTM, GRU and SRNN, which are the most commonly used ANN methods in the
literature. It is observed that the performance of the proposed method in training the LSTM
neural network is better than the particle swarm optimization presented in Cansu et al. (2023).
In addition, a 70% improvement in calculation time was achieved compared to the trial and
error method. In the case of using the proposed method, better performance results were
obtained than other ANNs such as SRNN, MLP and GRU. In future studies, the proposed

method will be applied on different time series to investigate the performance of the method.
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